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Preface

Worldwide collaborations in large consortia are showing promising results concerning
identification of genetic loci contributing to the risk of complex diseases. This collaboration
was initially mainly based on the bulk of genome-wide association studies (GWAS) that have
been performed for many diseases over the last 5–10 years. Now that the hurdle of collaborating
rather than competing has been crossed, it appears that these consortia facilitate new studies of
much larger size than we would even have dreamed of just few years ago. The studies carried
out under The Lundbeck Foundation Initiative for Integrative Psychiatric Research, iPSYCH, is
an excellent example of this. At the same time state-of-the-art for statistical genetics changes at a
staggering speed, and psychiatric genetics is one of the cradles for methodological developments,
maybe due to the very complex nature of the psychiatric disorders investigated. So it is definitely
a very exciting time to be involved in psychiatric genetics. Technological developments imply
ever larger amounts of genetic and genomic data, and consequently the capacity and statistical
methodology to analyse and interpret the data constantly lag behind. Nevertheless, all the more
reason to keep on developing methods and investigate which are the better alternatives to current
or older standards. The present dissertation is a contribution to this and was carried out as a part
time study at Health, Aarhus University, from September 2007 to March 2014.

Outline
The dissertation was constructed from a selection of six manuscripts of which four have been
published (paper 1, 2, 4 and 5). These four papers are as such presenting results from ordinary
health science studies within the field of psychiatric genetics (case-control studies) but imply also
various statistical issues that we have to consider and handle. A common thread is the awareness
of checking for possible interactions both between genetic markers and between these markers
and non-genetic factors. The phenotypes considered in these studies are schizophrenia (paper 1
and 5), bipolar disorder (paper 2 and 5), panic disorder (paper 2), and suicidal behaviour (paper 4).
Though it may seem a rather incoherent way of doing research, most psychiatric disorders have
overlapping symptoms and to some extent shared hypotheses about the aetiology. Certainly,
the studies included in this thesis are not using genome-wide strategies, and the sample sizes
are modest in view of today’s standard. Nevertheless, we believe that focused genotyping and
investigation of specific hypotheses or pathways will continue to be relevant even in the present
GWAS and next generation sequencing (NGS) era of psychiatric genetics. The last two papers
are different as they utilise computer simulations instead of real data. Paper 3 presents the initial
steps (mainly data construction) of an ongoing simulation study aiming at comparing methods for
gene-environment (G×E) interaction analysis. And finally, paper 6 introduces a new method that
can be used to summarise a series of sequentially ordered stochastic variables, e.g. to aggregate
p-values without a priori grouping.

v
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The introduction contains background and aims both for the thesis and for each of the
papers/studies. Material and methods contains a condensed and complementary description of
samples, selection of genes and genetic markers, and statistical methods. Further details including
laboratory methods for DNA extraction, genotyping and serum determination can be found in the
papers. A separate chapter is devoted to statistical methods, extending the descriptions given in
the papers but also giving some details with a view towards perspectives and future plans. After
the methods chapters, the results from the studies are presented, and then follows a discussion
chapter including conclusions and perspectives. Lastly, the included manuscripts are reproduced,
followed by appendices with some further technical details.

To be able to differentiate between cross references to the manuscripts and cross references
to the thesis, references to the manuscripts will start with a capital letter (e.g. Figure) whereas
references to the thesis will start with lowercase letters (e.g. figure). All referenced links to web
pages were accessed and working on March 31, 2014.

Manuscripts
The thesis is based on the following manuscripts:

1. Leslie Foldager, Rudi Steffensen, Steffen Thiel, Thomas Damm Als, Hans Jørgen Nielsen,
Merete Nordentoft, Preben Bo Mortensen, Ole Mors and Jens Christian Jensenius. MBL
and MASP-2 concentrations in serum and MBL2 promoter polymorphisms are associated
to schizophrenia. Acta Neuropsychiatrica 2012; 24(4): 199–207.

2. Leslie Foldager, Ole Köhler, Rudi Steffensen, Steffen Thiel, Ann Suhl Kristensen, Jens
Christian Jensenius and Ole Mors. Bipolar and panic disorders may be associated with
hereditary defects in the innate immune system. Journal of Affective Disorders 2014; 164:
148–154.

3. Leslie Foldager, Thomas Damm Als and Jakob Grove. Comparison of methods for
genome-wide gene-environment interaction analysis. Manuscript in preparation.

4. Henriette Nørmølle Buttenschøn∗, Tracey J. Flint∗, Leslie Foldager, Ping Qin, Søren
Christoffersen, Nikolaj F. Hansen, Ingrid Bayer Kristensen, Preben Bo Mortensen, Anders
D. Børglum and Ole Mors. An association study of suicide and candidate genes in the
serotonergic system. Journal of Affective Disorders, 2013; 148(2–3): 291–298.

5. Henriette Nørmølle Buttenschøn∗, Leslie Foldager∗, Tracey J. Flint, Inger Marie L. Olsen,
Thomas Deleuran, Mette Nyegaard, Mette Mejlby Hansen, Pekka Kallunki, Kenneth
Vielsted Christensen, Douglas H. Blackwood, Walter J. Muir, Steen E. Straarup, Thomas
Damm Als, Merete Nordentoft, Anders D. Børglum and Ole Mors. Support for a bipolar
affective disorder susceptibility locus on chromosome 12q24.3. Psychiatric Genetics 2010;
20(3): 93–101.

6. Carsten Wiuf∗, Jonatan Schaumburg-Müller Pallesen∗, Leslie Foldager and Jakob Grove.
Landscape: A simple method to aggregate p-values and other stochastic variables without
a priory grouping. Manuscript in preparation.

*) Authors contributing equally to the study.
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ENGLISH SUMMARY ix

English summary
Gene-gene (G×G) and gene-environment (G×E) interactions likely play an important role in
the aetiology of complex diseases like psychiatric disorders. Thus, we aim at investigating
methodological aspects of and apply methods from statistical genetics taking interactions into
account. In addition we consider issues concerning detection limits of continuous traits, single-
marker tests, analysis of sex chromosomes, and accumulation of signals. Disorders investigated
include schizophrenia, bipolar disorder, panic disorder, and suicidal behaviour. In addition to this,
we use computer simulations.

Papers 1 and 2 were motivated by the hypothesis that defects of the immune system may
increase risk of psychiatric disorders. We consider two components from the lectin pathway of
activation: mannan-binding lectin (MBL) and MBL-associated serine protease-2 (MASP-2) via
continuous traits (protein level), dichotomous trait (disease status) as well as genetic markers
including G×G interactions. We use Tobit regression to handle data below the detection limit of
MBL.

The involvement of the immune system may also be less direct as seen by the findings
how infections impact disorders, e.g. via interaction between genes and maternal infection by
virus. Paper 3 presents the initial steps (mainly data construction) of an ongoing simulation
study aiming at guiding decisions by comparing methods for G×E interaction analysis including
both traditional two-step logistic regression, exhaustive searches using efficient algorithms, and
data mining or machine learning methods like model-based multifactor dimensionality reduction
(MB-MDR) and logic regression with feature selection (logicFS).

The analysis of sex chromosomes may require different approaches than those commonly
used for autosomes. In paper 4 we include a marker from the X chromosome and discuss how
to analyse with and without the assumption of inactivation of one of the female X chromosomes
early in development. In addition this paper includes analysis of the interaction between genetic
markers and age and sex.

Haplotype analysis and other multilocus approaches may increase the power to detect
disease association but introduce also the problem of determining the gametic phase. In
papers 1 and 2 we analyse multilocus genotypes and haplotypes but assuming known phase as
linkage disequilibrium (LD) implies only few haplotypes to be commonly observed using these
markers. However, the validity of the identified haplotypes is also checked by inferring phased
haplotypes from genotypes. Haplotype analysis is also used in paper 5 which is otherwise an
example of a focused approach to narrow down a previously found signal to search for more
precise positions of disease causing mutations and functional implications.

In stark contrast to such a focused approach stand genome-wide studies (GWAS). Here it
is truly important to address the enormous increase in type I error introduced when performing
hundreds of thousands or even millions of statistical tests. The commonly accepted genome-
wide threshold for single-marker association tests has become 5e-8 but searching for interactions
genome-wide results in drastically many more tests and thus the need of an even lower p-value
threshold. Lowering the threshold comes at the unfortunate but inevitable expense of increasing
the probability of type II errors and thus lowering the power to detect association. Statistical
procedures where the test statistics initially are grouped according to some criteria, e.g. by
candidate regions or functional pathways, may be one way to decrease the number of tests instead
of lowering the threshold for significance. Yet, in paper 6 we propose the Landscape method to
summarise a series of sequentially ordered test values without the need of more or less arbitrary
prior grouping.
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Danish summary
Gen-gen (G×G) og gen-miljø (G×E) interaktioner spiller sandsynligvis en ætiologisk rolle for
komplekse sygdomme som f.eks. psykiske lidelser. Med det in mente er formålet derfor at
undersøge metodiske aspekter samt anvende statistisk genetiske metoder, som kan håndtere disse
interaktioner. Derudover ser vi også på problemstillinger som håndteringen af detektionsgrænser
for kontinuerte målinger, test af enkelt-markører, analyse af kønskromosomer samt akkumulering
af signaler. Afhandlingen inkluderer grupper af patienter med skizofreni, bipolar sygdom,
panikangst og selvmordsadfærd. Derudover benyttes computer simuleringer.

Motiveringen for Artikel 1 og 2 var hypotesen om at defekter i immunsystemet kan
øge risikoen for psykiske lidelser. Vi undersøger her to komponenter fra lektin-vejen
til aktivering af komplementsystemet, mannanbindende lektin (MBL) og MBL-associeret
serinprotease-2 (MASP-2). Disse komponenter undersøges via kontinuerte træk, dikotomt
respons (sygdomsstatus) såvel som genetiske markører inklusiv G×G interaktioner. Til
håndtering af MBL målinger under detektionsgrænsen benytter vi Tobit regression.

Involveringen af immunsystemet kan også ske mere indirekte som f.eks. via virusinfektioner
hos moderen under graviditeten. I artikel 3 præsenteres indledende skridt (primært generering
af data) til et igangværende simulationsstudie som har til formål at yde beslutningsstøtte til valg
af metoder ved at sammenligne metoder til analyse af G×E interaktioner, herunder klassisk to-
trins logistisk regression, effektive fuldt dækkende algoritmer samt ”data mining” og ”machine
learning” metoder som f.eks. model-baseret multifaktor dimensionalitetsreduktion (MB-MDR)
and logisk regression inklusiv såkaldt ”feature selection” (logicFS).

Analyse af kønskromosomer kræver eventuelt andre tilgange end de, der benyttes til
autosomerne. I artikel 4 inkluderer vi en markør fra X kromosomet og vurderer på, hvordan man
kan analysere med og uden en antagelse om inaktivering af det en kvindelige X kromosom tidligt
i fostrets eller barnets udvikling. I denne artikel analyseres desuden for interaktioner mellem
genetiske markører og køn og alder.

Haplotype analyse og andre multilokus metoder kan på den ene side øge styrken til at påvise
sygdomsassociation, men medfører på den anden side behovet for at fastslå den gametiske fase.
I artikel 1 og 2 benytter vi multilokus genotyper og haplotyper, men her sker det under antagelse
af kendt fase, da der pga. koblingsuligevægt (LD) normalvist kun observeres et mindre antal
haplotyper med disse markører. Vi tjekker dog også validiteten af de disse haplotyper ved at
aflede fasede haplotyper ud fra genotyperne. Haplotype analyse benyttes også i artikel 5, som
ellers primært er et eksempel på en analyse, der er målrettet mod at indsnævre et tidligere fund for
derved at fastslå en mere præcis placering af sygdomsfremkaldende mutationer og funktionelle
konsekvenser.

Helgenomsstudier (GWAS) står i skarp kontrast til sådanne fokuserede tilgange. Ved
helgenomsstudier er det for alvor vigtig at håndtere den voldsomme øgning af type I fejl, der
er en følge af at udføre hundredetusindvis eller måske endda millioner af statistiske test. Det
er gængs at benytte 5e-8 som helgenoms tærskelværdi for enkelt-markør associationstestning.
Denne grænse er dog langt fra lav nok, hvis der udføres en helgenomssøgning efter interaktioner.
En lavere tærskel medfører imidlertid uvægerligt en øget risiko for at begå fejl af type II med deraf
følgende lavere styrke. Statistiske procedurer som initialt grupperer testene efter nogle fastlagte
kriterier, som f.eks. kandidatregioner eller funktionelle stier, er en mulig måde at reducere antallet
af test uden at sænke tærsklen for signifikans. I artikel 6 indfører vi Landskabsmetoden som en
måde at sammenfatte en fortløbende række af ordnede teststørrelser uden behovet for at lave en
mere eller mindre tilfældig forudgående gruppering af testene.



Chapter 1

Introduction

In 2007 when the present PhD project was started, a major problem of many studies was a
relatively week power due to small sample sizes in combination with the small genetic effects of
individual susceptibility genes of complex disorders. This resulted both in few positive findings
and a prominent lack of replication of the few findings reported. A recognized explanation
seemed to be the contribution from multiple minor effect loci, gene-gene interactions between
these (epistasis) together with non-genetic (environmental) effects and gene-environmental
interactions. All of which demand larger sample sizes in well-designed studies that are evaluated
with powerful statistical methods. In this respect the earliest genome-wide association studies
(GWAS) from 2005 and the years to follow simply were too small.

We also participated with such an underpowered GWAS in the Danish Genomic Medicine
for Schizophrenia (GEMS) project (Hollegaard et al., 2011) which included a little less than
900 patients with schizophrenia and equally many time-matched controls genotyped with the
Illumina Infinium Human610-Quad bead chip. Punches from neonatal dried blood spot samples
obtained from the Danish Newborn Screening Biobank (Norgaard-Pedersen et al., 2007) were
used to obtain DNA for genotyping and material for testing for viral antibodies. The cases and
controls were found by use of the Danish Psychiatric Central Register (Mors et al., 2011) and
the Danish Civil Registration System (Pedersen et al., 2006). A few results have been published
in relation to gene-environment interactions with viral antibodies from maternal infection, but
most importantly the study revealed the enormous potential in utilising the Danish registries to
link various sources of health and social information. In my view, the most import outcome from
the GEMS study was the initiation in 2012 of the large Danish study of mental disorders, The
Lundbeck Foundation Initiative for Integrated Psychiatric Research, iPSYCH1.

Over the last couple of years it has been demonstrated that worldwide collaboration in large
consortia increases the possibility to identify genetic loci contributing to the risk of complex
diseases. This is facilitated via so-called mega-analyses of genome-wide association studies
(GWAS), i.e. meta-analyses of tens of thousands or even hundreds of thousands of individuals.
The exponential growth in the number of genome-wide studies seen since 2005 is now paying off
(Visscher et al., 2012). Within the field of schizophrenia, this has convincingly been seen in mega-
analyses from the Psychiatric Genomic Consortium (PGC). In the first wave (Ripke et al., 2011),
seven loci passed the genome-wide significance threshold which is usually taken to be 5e-8. Five
of these were new. In the second publication, Ripke et al. (2013) found twenty-two genome-
wide significant loci and 13 of these were new. Between these publications, presentations at the

1http://ipsych.au.dk

1
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World Congress of Psychiatric Genetics (WCPG) from PGC indicated the finding of more than
60 genome-wide significant sites for schizophrenia in 2012 and more than 100 in 2013. Large
scale meta-analyses of bipolar disorder are also being conducted via PGC (Psychiatric GWAS
Consortium Bipolar Disorder Working Group, 2011) and confirm earlier suggestions as well as
identify new risk genes.

Often the outcome (or trait) considered in genetic association studies is a dichotomous disease
status (affected vs. unaffected, patients vs. healthy individuals, or simply stated: cases vs.
controls) or maybe polytomous (e.g. healthy, mildly affected, severely affected, very severely
affected) but in some studies quantitative traits measured at a continuous scale are also considered,
e.g. volumetric measures of brain (Ahdidan et al., 2013) and serum concentration of brain-derived
neurotrophic factor (BDNF) (Elfving et al., 2012), Vascular endothelial growth factor (VEGF)
(Elfving et al., 2014), mannan-binding lectin (MBL) and MBL-associated serine protease-2
(MASP-2) (Foldager et al., 2012). In the present thesis, we consider four dichotomous phenotypes
(schizophrenia, bipolar disorder, panic disorder and suicidal behaviour) and two quantitative
traits: concentration of MBL and MASP-2 protein in serum. In principle these quantitative traits
are measured on a continuous scale but a detection limit implies that the lowest MBL levels are
unknown, i.e. the measure is interval censored. In addition a discretised version of MBL serum
concentration is considered in terms of various categorisations, see subsection 2.2.1.

1.1 Background

1.1.1 Schizophrenia
Schizophrenia is among the most severe mental disorders and affects just over 7 per thousand
adults (McGrath et al., 2008). From a social point of view, schizophrenia is among the most
demanding illnesses with respect to expenses for treatment and transfer payment, and it is the
11th largest cause of years lived with disability (YLD), though ”only” the 106th most common
condition (Murray et al., 2012, supplementary). According to the currently available tables
(2000–2011) from WHO2, schizophrenia is the 17th most common cause and accounts for 1.8%
of the YLD worldwide (assessed 9 March, 2014).

The Global Burden of Disease (GBD) 2010 study (Murray et al., 2012) operates with two
health states of schizophrenia: ”acute” and ”residual” (Ferrari et al., 2012). In the acute state,
subjects are primarily burdened with so-called positive symptoms, perceiving things that most
individuals normally do not experience (delusions, hallucinations and thought disorder) while
individuals in the residual state are burdened mostly with negative symptoms (loss of interest,
emotional deficits, asociality and lack of motivation). These states are not mutually exclusive
and may co-occur. The proportion of studies surviving exclusion criteria for the GBD study was
extremely low (6 of 188), and the results may therefore not be representative, but the indication
was that approximately two-third of the cases were in the acute state.

Usually schizophrenia is thought to be a common disease (e.g. McClellan et al., 2007) with
a lifetime risk of approximately 1% in the general population (McGuffin et al., 1995; Tamminga
et al., 2005). But how prevalent does a disease (or disorder) have to be to be common? It
seems difficult to actually track down a common disease definition but some clues of a rare
disease definition exist—varying, however, much between continents. Rare diseases are also
sometimes called orphan diseases and are object of legislative regulations and initiatives to

2http://www.who.int/healthinfo/global_burden_disease/
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stimulate research and orphan drug development which may otherwise be of limited interest for
the pharmaceutical industry for various reasons (Llinares, 2010; Tambuyzer, 2010; Forman et al.,
2012). Due to these drug regulations a definition on prevalence limits for rare diseases can be
devised. In USA a rare disease or disorder is defined as one affecting 200,000 Americans and
thus corresponding to a point prevalence of approximately 1 per 1,500 (0.067%), in Japan the
limit is 50,000 affected which corresponds to about 1 per 2,500 (0.04%), whereas EU operates
with a prevalence threshold of 5 per 10,000 (i.e. 1 per 2,000 or 0.05%) (Llinares, 2010). Anyhow,
schizophrenia is with estimated point prevalences around 45 per 10,000 or equivalently 0.45%
(McGrath et al., 2008) much more common than any of these rare disease limits.

A systematic review of schizophrenia prevalence by Saha et al. (2005) indicates, however,
that earlier prevalence estimates may be too high. In this review the median lifetime prevalence
of schizophrenia was found to be 0.4% with no significant difference between genders, and they
estimated the median lifetime morbid risk (LMR) to be 7.2 per 1,000. This is lower than the usual
stated prevalence estimates between 0.5% and 1%, and e.g. the Diagnostic and Statistical Manual
of Mental Disorders (DSM), Fourth Edition (DSM-IV) (American Psychiatric Association, 1994)
reports the lifetime prevalence to be 1%. In a review McGrath et al. (2008) found that the
incidence distribution is right skewed and varies between sites and between genders with a 1.4
male to female rate ratio of medians. Moreover, McGrath et al. (2008) estimated the median
incidence to be 15.2 per 100,000, and the median lifetime prevalence estimate was 7.2 per 1,000,
i.e. 0.7% and thus well in the 0.5–1% range. In a recent study covering the years 1995–2008
(Castagnini et al., 2013), we compared incidence and age of onset of acute and transient psychotic
disorders (ATPDs) with schizophrenia and bipolar disorder for Danish males and females aged
15–64 years. Here the overall incidence rate of schizophrenia was 9.2 per 100,000 person-years
but declining from 16.4 for subjects 15–24 years of age at onset to 2.8 for the 55–64 years
age-band of onset. Castagnini et al. (2013) also observed a significantly higher incidence of
schizophrenia for males with an overall male to female incidence rate ratio (IRR) of 2.0 with the
gender difference peaking in the age-band 25–34 years (IRR=2.7) and disappearing totally for the
oldest age-group (IRR=1.0). The median age of schizophrenia onset was 30.2 years, a bit lower
for males (29.6 years) than females (31.7 years).

Common or not, patients and their relatives are being exposed to huge life strains and
restrictions, and the mortality risk is markedly increased for persons with schizophrenia. A
systematic review estimated the median all cause standardized mortality ratio (SMR) to be 2.5
(Saha et al., 2007) with the largest increases in the risk of dying observed for all unnatural
causes and especially suicide: median SMRs of 7.5 and 12.9, respectively. McGrath et al. (2008)
estimated the median all cause SMR to be 2.6, i.e. at the same level.

The causes of schizophrenia are largely unknown, it has a life-long course, prevention is not
possible, and treatments are ineffective and burdened by adverse side effects (Tamminga et al.,
2005; Lublin et al., 2005). There are, however, considerable contributions from genetic factors
but most likely in a complex interplay between hereditary and environmental components. The
risk of developing schizophrenia is considerably elevated among first-degree relatives of persons
with schizophrenia, with heritability estimates around 80% (McGuffin et al., 1995; Riley et al.,
2006; Sullivan et al., 2012).

1.1.2 Bipolar disorder
Bipolar disorder, also referred to as bipolar affective disorder (and earlier manic-depressive
disorder), is a life lasting disorder of slightly higher prevalence than schizophrenia. The current
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lifetime prevalence estimate is about 0.7% (Sullivan et al., 2012) and both point and 6 or 12
month prevalences are at the same level (see Ferrari et al., 2011). In the GBD 2010 study,
three bipolar disorder health states were used: depressive, manic, and residual (Ferrari et al.,
2012). By a literature review Ferrari et al. (2012) found that 27% of individuals with bipolar
disorder were in a depressive state, 23% were in the manic state, and the remaining 50% were
in other states (residual). According to the World Health Organization (1993), 10th revision of
the International Classification of Diseases (ICD-10), the disorder is characterized by repeated
(two or more) episodes with significantly disturbed mood, both episodes with elevation of mood
and increased energy and activity (mania or hypomania) and episodes of lowering mood and
decreased energy and activity (depression). The residual states in GBD 2010 involve episodes
below the thresholds for depressive or manic state. In terms of YLD, bipolar is number 18 in the
currently available tables from WHO2 and accounts for approximately the same amount (1.8%
worldwide) as schizophrenia.

In the ATPD study by Castagnini et al. (2013), the overall incidence rate of bipolar affective
disorder was 6.4 per 100,000 person-years and opposite to schizophrenia (see subsection 1.1.1)
with an increase in age of onset going from 4.6 for subject 15–24 years of age at onset to 7.3 for
the 55–64 years age-band. Also in contrast to schizophrenia, the incidence of bipolar disorder
tended to be higher for females (overall female to male IRR=1.1). The median age of onset for
bipolar disorder was 42.0 years and again in contrary to schizophrenia, the males had a later onset
(median 43.5 years) than females (41.0 years).

Chromosome 12q24.3 and the Slynar locus—a candidate region

Earlier linkage and association studies implicated chromosome 12q24 as a candidate region for
bipolar disorder (Ewald et al., 1998; Degn et al., 2001; Ewald et al., 2002) in Danish and Faroese
populations. Specifically the microsatellite marker D12S1639 in 12q24.3 was found to have a
significant LOD score (base-10 logarithm of odds). Kalsi et al. (2006) fine mapped the 2 Mb
(1 Mb = 1e6 base pairs (bp)) region using samples from Denmark and England and found the
association signal to be located in a 300 kb (1 kb = 1,000 bp) region surrounding the microsatellite
marker D12S307 within what was then called the Slynar (AY070435) gene. We refer to this as the
Slynar locus as no coding genes have yet been found, and most transcripts seem to be noncoding.
In the NCBI3 GenBank sequence database (Benson et al., 2014) hypothetical protein mRNA
AY070435 on chr12:125,776,769–125,795,825 is overlapping the NCBI Reference Sequence
(RefSeq) database (Pruitt et al., 2014) gene LINC00943 (long intergenic non-protein coding RNA
943) on chr12:125,787,506–125,796,753. Here the chromosomal positions were obtained from
the UCSC4 Genome Browser (Kent et al., 2002) NCBI March 2006 build, i.e. UCSC human
genome (hg) assembly version 18 (hg18) alias the release named NCBI Build 36.1 (NCBI36).
For a recent overview of the database resources at NCBI including dbSNP5 (Sherry et al., 2001),
we refer to NCBI Resource Coordinators (2014).

Even more recently insulin-like growth factor 1 (IGF1) on 12q23.2 was found to be associated
with bipolar disorder in British samples (Pereira et al., 2011)—a gene which is within the region
investigated in the Danish study by Ewald et al. (1998).

3National Center for Biotechnology Information, U.S. National Library of Medicine, Bethesda, MD,
USA. http://www.ncbi.nlm.nih.gov/

4University of California, Santa Cruz, USA. http://www.ucsc.edu/
5dbSNP: NCBI database of single nucleotide polymorphisms (SNPs) and short insertion/deletion

variants (INDELs). http://www.ncbi.nlm.nih.gov/SNP/

http://www.ncbi.nlm.nih.gov/
http://www.ucsc.edu/
http://www.ncbi.nlm.nih.gov/SNP/
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1.1.3 Panic disorder
Panic disorder is an anxiety disorder with recurrent attacks which are not predictable in terms
of specific situations or circumstances and without objective danger. Though attacks typically
last only for minutes, the fear of having another attack may cause the patient to avoid specific
situations. In cases where other phobias are present, these should be used as main diagnosis
rather than panic disorder (c.f. World Health Organization, 1993).

Panic disorder is a quite common disorder with a lifetime prevalence around 4% and a
moderate heritability estimate of 48% (Schumacher et al., 2011). The aetiology is not known
but high comorbidity with other psychiatric disorders has been found, including bipolar disorder
and schizophrenia (see Box 1 in Schumacher et al., 2011).

Most genetic studies on panic disorder (and anxiety disorders in general) have focused on
candidate genes, and only two GWAS had been conducted until around 2011 (Schumacher
et al., 2011): a German study (Erhardt et al., 2011) and a Japanese (Otowa et al., 2009).
The main finding from the German study, the involvement of the transmembrane-protein-132D
(TMEM132D) gene, has been replicated by the Panic Disorder International Consortium (PanIC)
(Erhardt et al., 2012).

1.1.4 Shared genetic aetiology
Though schizophrenia is a psychotic disorder, and bipolar disorder is a mood disorder,
symptomatically they are very similar, and overlap in genetic aetiology is empirically evident—
most recently and convincingly provided by the Cross-Disorder Group of the Psychiatric
Genomics Consortium (2013a) of the Psychiatric Genomics Consortium (PGC) estimating a high
genetic correlation (rgSNP = 0.68) between the two disorders by use of large GWAS samples of
6–12,000 subjects. Here a positive genetic correlation means that cases of one disorder show
higher genetic similarity to the cases of the other disorder than to their own controls. The Cross-
Disorder Group of the Psychiatric Genomics Consortium (2013a) also found a moderate positive
correlation between schizophrenia and major depressive disorder (rg SNP = 0.43) and between
bipolar disorder and major depressive disorder (rg SNP = 0.47). These results are consistent with
polygenic scores (International Schizophrenia Consortium et al., 2009) from the recent PGC
Cross-Disorder meta-analysis (Cross-Disorder Group of the Psychiatric Genomics Consortium,
2013b). In addition, it is known that panic disorder comorbidity exists with both bipolar disorder
(Simon et al., 2004; Young et al., 2013) and schizophrenia (Young et al., 2013). In a multinomial
analysis of five psychiatric disorders (schizophrenia, bipolar disorder, autism spectrum disorder,
attention deficit-hyperactivity disorder, and major depressive disorder), the PGC study identified
four statistically significant (p<5e-8) loci: regions on chromosome 3p21 (nearest gene ITIH3),
chromosome 10q24 (nearest gene AS3MT), and single nucleotide polymorphisms (SNPs) from
the calcium channel genes CACNA1C and CACNB2. Another example is the chromosomal region
12q24 (including the Slynar region, see subsection 1.1.2) which has been associated with both
bipolar disorder and schizophrenia, see paper 5 (Buttenschøn et al., 2010).

1.1.5 Suicidal behaviour
Suicidal behaviour is a complex phenotype that includes suicidal ideation, attempted and
completed suicide (Willour et al., 2012; Pandey, 2013). Co-morbidity with other psychiatric
disorders is very often seen with estimates as high as 90% of suicides being concurrent with
psychiatric disorders including substance abuse (Arsenault-Lapierre et al., 2004) and in particular
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mood disorders (Gonda et al., 2012; Pandey, 2013). The co-occurrence with schizophrenia is also
notable and Saha et al. (2007) estimated the median of SMRs to be as high as 12.9 for death by
suicide for individuals with schizophrenia. In a large Danish population study, Qin (2011) found
the risk of suicide to be significantly increased for individuals with hospitalised mental illness.
This study also showed that the diagnosis most commonly associated with suicide depends on age
and gender: schizophrenia for younger subjects (≤35 years), mood disorders for older individuals
(>60 years) and alcohol abuse for middle-aged men (35–60 years) (Qin, 2011). Also the clear and
well established fact that more males than females commit suicide depends on age in this study,
with the male to female ratio decreasing from 3.1 over 1.8 to 1.4 when considering subjects ≤35,
35–60 and >60 years.

In addition to the high risk factor from being mentally ill, a separate genetic contribution
has been found both in association studies (Willour et al., 2012), family studies (Brent et al.,
1996; Turecki, 2001), twin studies (Voracek et al., 2007) as well as in a recent Danish adoption
study by Petersen et al. (2013). The estimated heritability is approximately between 30 and 55%
(Voracek et al., 2007; Willour et al., 2012). Pandey (2013) recently reviewed suicide studies
concerning involvement of the serotonergic and noradrenergic systems, neurotrophic factors,
and the hypothalamic-pituitary-adrenal (HPA) axis. Abnormalities in the functioning of the
serotonergic system have been associated with impulsive aggressive behaviour (Pandey, 2013),
and genes encoding proteins involved in the regulation of serotonergic neurotransmission have
been investigated in numerous association studies (Tsai et al., 2011; Willour et al., 2012).

1.1.6 Multifactorial aetiologic architecture of psychiatric disorders
Though evidence is building up especially from the large consortium initiatives, much of the
genetic basis, also referred to as the genetic architecture, underlying psychiatric disorders is
still unknown. With the high heritability estimates usually seen for psychiatric disorders (see
e.g. Table 1 in Sullivan et al. (2012)), we should expect that large parts of the aetiologies for
psychiatric disorders hide in genetic variation. Nevertheless, the identified sites until recently
only accounted for a very small proportion of the variation and the concepts of missing (or hidden)
heritability have been subject of much debate and research (McCarthy et al., 2008; Zaitlen et
al., 2012). Why and how is it hidden and maybe more importantly how can it be exposed? Is
the vulnerability a result of the cumulative polygenic effect of many common genetic variants,
the so-called common disease, common variants hypothesis (CDCV)? Or is the overall disease
prevalence rather a result of many rare (private) mutations each of which have a large effect, the
Multiple Rare Variants hypothesis (MRV) also known as the rare variants hypothesis (CDRV)?

Though boundaries vary, single nucleotide variants are usually categorised as common
variants (or synonymously polymorphisms, i.e. SNPs) when the minor allele frequency (MAF)
is at least 1% (sometimes higher) and rare variants (usually abbreviated SNVs) when MAF<1%,
see e.g. Frazer et al. (2009). Very rare SNVs (MAF<0.1%) are sometimes referred to as novel
or de novo SNVs. Following the GWAS era that we have witnessed the last 5–8 years, one
of the hottest topics right now is next generation sequencing (NGS)—targeted, exomic or whole-
genomic—and not less combinations of sequencing, GWAS and insilico genotyping (imputation).
In addition, variation is also attributed to the so-called structural variants which are broadly
defined as genetic variants that are not single nucleotide variants (Frazer et al., 2009). This class
includes insertion/deletion variants (INDELs), block substitutions, inversions, translocations,
and copy number variants (CNVs) which are smaller or larger segments (but > 1 kb) of DNA
which have been duplicated (gains) or deleted (losses). As with SNVs the more common CNVs
(MAF>1%) are referred to as copy number polymorphisms (CNPs). Due to the interest in CNVs,
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SNPs that are able to tag (capture the variation) these loci have been added to GWAS chips which
are otherwise mainly targeting common variants.

We hypothesize a multifactorial aetiologic architecture of psychiatric disorders where the
truth is neither CDCV nor MRV but rather a combination in concert with environmental effects,
gene-environment interactions (G×E), epigenetic factors, and gene-gene interactions (G×G), i.e.
either epistatic effects or statistical deviations from additivity. Moreover, instead of classifying
cases into either a single-mutation mechanism under the MVR or polygenic mechanism under the
CDCV, Mitchell et al. (2011) argue that a mixed model involving interactions between disease-
causing and disease-modifying variants is a biologically more plausible model in schizophrenia.
In this mixed model, the polygenic effect does not produce the phenotype itself but instead
modifies the highly penetrant mutations. Thus, Mitchell et al. (2011) propose that probably all
cases of schizophrenia are dependent on the presence of highly penetrant mutations.

Concerning heritability, which overall measures the proportion of phenotypic variation
explained by genetics, this concept is usually divided into broad and narrow sense heritability.
Broad sense heritability (H2) includes both epistatic (G×G), dominance and additive effects
whereas narrow sense heritability (h2) only includes additive effects. The remaining part of the
phenotypic variance is usually attributed to environmental variance. Estimates of heritability from
GWAS generally ignore dominance and epistatic effects, i.e. they are narrow sense heritability
estimates (Zaitlen et al., 2012). Estimates of total heritability usually also ignores epistatic effects,
and this may have inflated heritability estimates and thus means that the proportion explained by
the additive effects may be correspondingly under-estimated (see Zuk et al., 2012). Yet another
measure of heritability is the SNP heritability, i.e. the proportion of the variation in liability to
a disease explained by SNPs (Lee et al., 2011). Using this measure Lee et al. (2012) estimated
the SNP heritability in schizophrenia to be 23%. Ripke et al. (2013) found this measure to be
32% and explaining as much as 50% of the heritability and thus concludes that disease causing
variants tagged by common SNPs may have a crucial contribution to the risk of schizophrenia.

In favour of the MRV hypothesis in schizophrenia are recent results from exome sequencing
of case-control (Purcell et al., 2014) and trio (Fromer et al., 2014) samples. The study by
Purcell et al. (2014) tested for enrichment of rare alleles in approximately 2,500 genes implicated
by large-scale whole-genome studies including both GWAS (common SNPs), CNV and de
novo SNV studies. Purcell et al. (2014) found that both common SNPs, rare CNVs and rare
(MAF<0.1%) disruptive mutations (e.g. nonsense mutations6) were independently and additively
enriched in cases. A polygenic burden attributable to many very rare nonsense mutations
distributed across many genes was found, though the contribution to the heritability was an
order-of-magnitude higher for GWAS variants than for the rare variants. The study by Fromer
et al. (2014) identified de novo mutations in schizophrenia for multiple sets of functionally
related proteins involved in synaptic mechanisms. These findings were replicated in the case-
control study by Purcell et al. (2014). A relevant question may of course be, if these findings in
schizophrenia apply in other psychiatric disorders too? A Swedish study by Bergen et al. (2012)
indicates that this may not be the case—at least not with respect to (larger) CNVs which were
found to be enriched in patients with schizophrenia but not in patients with bipolar disorder. On
the other hand SNVs were more frequent in both patient groups compared to controls.

6Point mutations resulting in a premature stop codon.
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Immune system implications in psychiatric disorders

Though only few studies have considered the involvement of immune defects and inflammation
in suicide, Pandey (2013) notes that this may be of importance and should be studied further. The
possible contribution from infections, inflammations and autoimmune disease to the aetiology
of psychiatric disorders has otherwise been investigated and speculated for ages (Yolken et
al., 1995). Particularly the involvement of the immune system for psychosis in general and
schizophrenia in specific is supported by numerous studies (e.g. Buka et al., 2001; Eaton et
al., 2006; Yolken et al., 2008; Xiao et al., 2009; Havik et al., 2011; Benros et al., 2011; Benros
et al., 2012; Fillman et al., 2013). Kirkpatrick et al. (2013) give an update of key findings on
inflammation in schizophrenia and give a longer list to guide future research. Association of
inflammatory state, autoimmune processes and infections has also been suspected with bipolar
disorder (Eaton et al., 2010; Leboyer et al., 2012) and other mood disorders (Benros et al., 2013),
panic disorder (Salazar et al., 2012) and anxiety disorder Chen et al. (2013). Furthermore, the
many studies implying the major histocompatibility complex (MHC) region on chromosome 6
are consistent with a possible connection between the (auto)immune system and mental disorders
(e.g. Stefansson et al., 2009; International Schizophrenia Consortium et al., 2009; Shi et al.,
2009; Havik et al., 2011; Ripke et al., 2013). Involvement of pathways in the immune systems is
also prevailing in other diseases of the brain, e.g. in neurodegenerative diseases (Ramanan et al.,
2013) such as Parkinson’s disease (Holmans et al., 2013) and Alzheimer’s disease (Lambert et al.,
2010). One of the pathways involved in the immune system is the lectin pathway of complement
activation. Two key components for this activation process are mannan-binding lectin (MBL)
and MBL-associated serine protease-2 (MASP-2) (Garred et al., 2009). MBL deficiency is the
most common hereditary defect in the human immune system (Thiel et al., 2006) and is known to
be associated with the presence of three nonsynonymous mutations in exon 1 of the gene MBL2
encoding the protein (Garred et al., 2006). Another three polymorphisms from the promoter
region of MBL2 explain much of the remaining variation in MBL serum concentration, and six
common haplotypes formed by these six variants correlate with different levels of MBL (Garred et
al., 2006), and the deficiency is very heterogeneous (Heitzeneder et al., 2012; Mayilyan, 2012).
Moreover, not just deficiency but also increased activity of the complement pathway has been
observed in patients with schizophrenia (Mayilyan et al., 2008), mainly in MASP complexes. It
is also worth mentioning that some infections may play a role in the development of autoimmunity
(Galli et al., 2012), and that inflammation is inherent to both states.

Other non-genetic factors for psychiatric disorders

Many non-genetic factors have been speculated as potentially predisposing (risk factors) for
psychiatric disorders. Here we will mention some but the list is far from being complete.
For a recent overview in schizophrenia, we refer to Torrey et al. (2012). Various risk factors
involving the immune system have been suggested: in maternal infections during pregnancy with
Toxoplasma gondii (Brown et al., 2005; Mortensen et al., 2007), cytomegalovirus (Borglum et
al., 2013) or herpes simplex virus 2 (Mortensen et al., 2010). Also more general vulnerability for
severe (hospital-treated) infections has been associated with schizophrenia (Nielsen et al., 2013a;
Nielsen et al., 2013b). Other factors concerning embryonic stage and birth include obstetrical
complications (Nicodemus et al., 2008) and small for gestational age (relatively low birth weight)
(Nielsen et al., 2013c). In Larsen et al. (2010) we found prematurity and low birth weight
to be risk factors for subsequent development of affective disorder (especially depression) and
schizophrenia. Parental age has also been found to influence the risk of psychiatric disorders.
Though varying in a complex fashion with increased risk for some disorders but little or no
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effect for other, McGrath et al. (2014) concluded that offspring of younger mothers (less than 25
years of age) and older fathers (older than 40 years) are at higher risk for various mental health
disorders. Somewhat mysteriously, the association between schizophrenia and paternal age has
found to relate to the fathers age at birth of his first child rather than at conception of later children
(Petersen et al., 2011). Seasonality of birth has long time been mentioned as a risk factor (Torrey
et al., 2012) but is probably not that important. Nevertheless, in Sorensen et al. (2013) we found
an association between being born in the autumn and risk of clozapine treatment, which may be
seen as a measure of treatment resistance and severity of illness. The patterns were not very clear
though. Finally, cannabis use has been implicated in schizophrenia (Torrey et al., 2012), and in
Arendt et al. (2005) we found cannabis-induced psychotic symptoms to be an important indicator
for subsequent development of severe psychopathological disorder.

Gene-environment (G×E) interaction

The involvement of non-genetic factors (often stated as environmental factors) may also be less
direct as a moderator of genetic risk factors via interaction. Such gene-environment interactions
(G×E) may be an important source of complexity to the aetiology of psychiatric disorders.
Nevertheless, only few findings have been reported, possibly due to at least two complicating
factors: the need for large samples in concert with information on the environmental exposure.
The comprehensive Danish study iPSYCH will include such information, drawing partly on the
Danish registers and partly on the ability to extract information from neonatal dried blood spots
about exposures to the fetus. The significant interaction between genetic markers and maternal
infection with cytomegalovirus identified by Borglum et al. (2013) exemplifies how the immune
system may also be involved via G×E interactions.

The number of methods and software available for G×E analysis is overwhelming and there
is no clear winner or gold standard. A trick that is often used when comparing statistical methods
is to simulate data with known properties and investigate how well the methods manage to
identify these characteristics. Finding and choosing the most appropriate method and software
to simulate genotypic data may also be difficult in itself, but a web site was recently established
to accommodate this process (Peng et al., 2013). Moreover, a thorough review of state of the art
software for computer simulations of population and evolution genetics can be found in Hoban
et al. (2012). A very general forward-time simulator with the ability to simulate individuals with
genotypes under many evolutionary scenarios is simuPOP (Peng et al., 2005; Peng et al., 2012).
The simuPOP simulation environment is based on Python7 and the core software/scripts as well
as user contributions can be downloaded freely8.

1.1.7 Summarising signals
An increasingly important issue in genetic research of today, e.g. in GWAS and even more in
NGS, is correction for multiple testing to avoid publishing findings that are merely falsely rejected
observations under the null hypothesis, i.e. false positives. Here it is truly important to address
the enormous increase of type I errors introduced when performing hundreds of thousands or
even millions of statistical tests simultaneously. The commonly accepted genome-wide threshold
for single-marker association tests has become 5e-8 but whole-genome searches for interactions
between the markers or with other factors like environmental disease predisposing exposures
obviously involve drastically many more tests and thus the need for an even lower p-value

7http://www.python.org
8http://simupop.sourceforge.net/

http://www.python.org
http://simupop.sourceforge.net/
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threshold to control the risk of false discoveries. As an example, a threshold of 1e-12 was
proposed by Becker et al. (2011) when doing all SNP-SNP interactions for SNPs on a 500K
chip. Lowering the threshold comes at the unfortunate but inevitable expense of increasing the
probability of type II errors and thus lowering the power to detect association. Really, this is a
double-edged sword of doing extremely many tests simultaneously—not only are we prone to get
more errors, if we correct for this we are faced with a low power to detect effects. Relatively
large effects would help (but effects are often not large) or we would need huge sample sizes to
compensate this loss of power. The latter is essentially happening via worldwide collaborations
in big consortia like the PGC and the former is sometimes the gain from considering G×E effects
(e.g. Borglum et al., 2013).

Yet another lane to follow are efforts to reduce the multiplicity by e.g. summarising tests
across predefined regions such as candidate genes or elements of functional pathways. Along
these lines are also methods for interaction analysis using aggregation or multiple steps to reduce
the number of tests such as multifactor dimensionality reduction (MDR) (Ritchie et al., 2001) and
two-step procedures like the G×E approach by Murcray et al. (2009). Summarising test statistics
to obtain a combined value may result both in fewer tests and diminish dependencies between
tests so that standard procedures apply. A classical approach is Fisher’s method for meta-analysis
(Fisher’s combined probability test)

−2∑
i

log pi ∼ χ
2
2k, p1, . . . , pk,

where the k p-values are assumed to be independent (Fisher, 1932). But caution is needed
as the distributional approximation in Fisher’s method like Bonferroni methods relies on the
independence assumption, and the combined test may be anti-conservative if the assumption is
invalid. Furthermore, it can be problematic that the groups are defined beforehand as it may turn
out not to be the appropriate grouping to work with—e.g. this might exclude important but non-
coding DNA outside the defined regions such as the many regulatory elements recently mapped
by the ENCODE Project (ENCODE Project Consortium et al., 2012).

The idea of building up evidence by aggregation of signal over a segment may be motivated
by the following example. Suppose we have calculated p-values of 20 tests ordered by position,
p1, . . . , p20 within some region. Under the null hypothesis of no association, it would be unlikely
to observe a longer sequence of single-marker p-values below the level of significance, α = 0.05
say. Now let Zk = 1 if p < 0.05 and Zk = −1 otherwise and suppose that in a concrete but
hypothetical example these evolve as depicted in figure 1.1. The question is then of course how
to quantify the signal that appears to build up between markers 2 and 14, and how to take care
of e.g. distance between markers. In paper 6 we propose a method that can handle this kind of
summation.

1.2 Aims
The main hypothesis of the PhD study was that gene-gene (G×G) and gene-environment (G×E)
interactions play an important role in the aetiology of complex diseases like psychiatric disorders.
Therefore, the main aim of the study was to investigate methodological aspects of and apply
methods from statistical genetics that take interactions into account. In addition to this we
considered issues concerning single-marker tests, analysis of sex chromosomes, and use of
haplotypes and other means of accumulating signals from multiple markers.
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Figure 1.1 Motivating example of aggregating signals. A hypothetical example of building
up evidence from a sequence of tests. Zk, defined as Zk = 1 if p < 0.05 and Zk = −1 otherwise,
are the values shown above the circles. The x-axis indicates the position in the sequence and the
y-axis is the sum of Zk’s with truncation at zero, i.e. the function Ak = max{0,Zk +Ak−1}.

The original aims for the included case-control studies (papers 1, 2, 4 and 5) were related to
health sciences and thus not fully consistent with the aims of the present PhD study. Some of the
underlying statistical issues and aspects will be treated in more depth in chapter 3. Paper 3 and 6
are different as they are mostly based on computer simulated data and aim at developing software,
methods and achieving basic knowledge of pros and cons of existing methods. Still, though, with
the practical viewpoint that this knowledge is later going to be used for or assist decisions taken
in health science studies using real data.

1.2.1 Aims of paper 1 and 2: MBL and MASP-2 study
Papers 1 and 2 were motivated by the hypothesis that defects of the immune system may increase
risk of psychiatric disorders, see subsection 1.1.6. The main aim of paper 1 was to investigate if
schizophrenia is associated with MBL and MASP-2 serum concentration and/or with genetic
variants of the genes coding these proteins: MBL2 on chromosome 10q21.1 and MASP2 on
chromosome 1p36.22. We also explored disease association with protein levels after adjustment
for the genetic polymorphisms as well as with inclusion of G×G interactions. In paper 2 the same
objectives were applied to bipolar disorder and panic disorder.

A specific aim in relation to MBL serum concentration was to figure out how to model
quantitative traits that are censored due to detection limits of the measurement method, as this
was the case for MBL protein in a relatively large proportion of the subjects.

Originally we planned to analyse the three disorders simultaneously (Foldager et al., 2009b)
but it turned out to be difficult to write the results in just one paper. In the Results chapter, we will
present some of these combined analyses. If for nothing else, a means of making comparison of
the two papers and three disorders easier.

1.2.2 Aims of paper 3: G×E simulation study
To guide decision of which G×E methods to use, we are doing a simulation study to compare
some of the most promising or frequently used methods, from multi-step regression analyses to
machine learning. The intention being to characterize performance of a number of G×E methods
in a wide range of standardized scenarios to facilitate informed choices in future and ongoing
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projects such as iPSYCH. We intend to consider a range of scenarios by varying minor allele
frequencies, sample sizes, effect sizes and penetrance models, and to compare methods of the
following kind: two-step analysis, MDR (Ritchie et al., 2001), logic regression (Ruczinski et al.,
2003), random forests (Breiman, 2001), artificial neural networks, genetic programmed neural
networks.

Paper 3 presents the first steps of this simulation study. The foremost aim of this part of the
study was to decide how to simulate individual-based genotypic data including G×E and maybe
G×G interactions. It turned out to be necessary to revise and extend the method/software to
meet our requirements. Secondly, after simulating data for a few scenarios and checking that data
generated conform to the models intended, a few selected methods were to be analysed to shed
light on how many methods and scenarios it is reasonable (with respect to time) to compare. We
touch superficially on how to fairly compare the methods.

1.2.3 Aims of paper 4: Suicide study
The aim of the study on completed suicides sent to autopsy in Denmark, covering the years 2000–
2007, was to investigate the association between suicidal behaviour and candidate genes in the
serotonergic system (see subsection 1.1.5). Five genetic markers were chosen on the basis of
findings from other populations, see subsection 2.2.3.

One of the markers was from the X chromosome and this induced the need to investigate how
to analyse such a marker, since analysis of sex chromosomes likely requires different approaches.
A biological question influencing this choice of statistical model is whether or not an assumption
of inactivation of one of the female X chromosomes early in development is plausible. Another
methodological issue in paper 4 stems from the fact that the gender distributions in cases and
controls differ substantially. Moreover, we included analyses of the interaction between genetic
markers and age and gender.

1.2.4 Aims of paper 5: Slynar study
Paper 5 is an example of a focused approach to narrow down a previously found signal to search
for more precise positions of disease causing mutations and functional implications. The purpose
of the study in paper 5 was to reexamine the association to the Slynar locus on chromosome
12q24.3 (see subsection 1.1.2) in Danish patients with bipolar disorder and in Danish patients
with schizophrenia. The aims were to replicate earlier findings in an independent sample, fine
map the Slynar locus by a selection of SNPs, and to investigate whether the locus is a common
susceptibility locus for these two psychiatric disorders. The most significantly associated marker
was also genotyped and analysed in a Scottish replication sample. Furthermore, a meta-analysis
of this marker was carried out across the Danish and Scottish samples in addition to the British
(UK) sample used in Kalsi et al. (2006).

Some special issues in this study were due to the combination of both SNPs and microsatellite
markers. Microsatellites are usually much more variable and displaying more than the two alleles
normally seen in SNPs. Thus permutation-based methods were used to assess association with
these markers, and calculation of linkage disequilibrium (LD) and testing for Hardy-Weinberg
equilibrium (HWE) needed to be handled differently. Moreover, we used haplotype analysis to
aggregate signal over multiple markers.

We also set out to identify the most abundant Slynar transcripts both in human brain and
other tissues, and to identify possible novel transcripts. This part was undertaken by a number
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of the co-authors (HNB, IMLO, MN, MMH, PK and KVC). Especially I.M.L. Olsen and M.M.
Hansen did most of the lab work in Aarhus concerning identification of transcripts while our
collaborators at Lundbeck A/S, P. Kallunki and K.V. Christensen, performed expression analyses
by quantitative real-time PCR. This part of the study should not be seen as a part of the present
dissertation and no further details will be given here but can be found in Buttenschøn et al. (2010)
(paper 5).

1.2.5 Aims of paper 6: Landscape method
In stark contrast to such a focused approach as made in paper 5, stand studies considering
genetic markers spread over the whole genome, i.e. GWAS. Here it is truly important to address
the enormous increase in type I error introduced by performing hundreds of thousands of
simultaneous tests. At the same time, attempts should be made to develop or use methods that
can utilise the data as much as possible and reveal significant effects or indications even after
correction for multiple comparisons which will always be at the expense of a lower power (see
also subsection 1.1.7).

In paper 6 we propose a method called Landscape that summarises a series of sequentially
ordered test values without the need of more or less arbitrary prior grouping. The procedure
was inspired by Random Walk theory (Karlin et al., 1990; Karlin et al., 1992) and searches the
sequence for a stretch of consecutive values that combined may show evidence of association
with that segment. The method is general and may be used in other contexts than genetics
and genomics, e.g. time-series analysis. The sequentially ordered test statistics, or even more
generally any set of sequentially ordered stochastic variables, may be dependent or independent.
If they are independent, an approximate distribution of the aggregated value can be devised
whereas for dependent variables, bootstrap methods are used to approximate the distribution. We
also suggest how to adjust for the multiple testing which is still relevant but at a lower dimension,
i.e. accounting for fewer simultaneous tests.





Chapter 2

Materials and methods

2.1 Samples
The samples are more thoroughly described in the corresponding papers but will briefly be
outlined here, divided on phenotype rather than study and including information about sharing
across studies. The samples simulated for paper 3 is also sketched. In section 2.1.7, we give a
short description of a data set which was used as a proof of concept example for the Landscape
method presented in paper 6.

2.1.1 Schizophrenia
Two hundred and four Danish patients with schizophrenia, 94 (46%) females and 110 (54%)
males of Danish Caucasian descent at least three generations back were used for the study
presented in paper 5 (Buttenschøn et al., 2010). The patients were interviewed with the semi-
structured diagnostic interview Schedules for Clinical Assessment in Neuropsychiatry (SCAN)
(Wing et al., 1998), and final best-estimate life-time diagnoses were achieved by consensus of two
experienced psychiatrists. The patients fulfilled the DSM-IV (American Psychiatric Association,
1994) and ICD-10 (World Health Organization, 1993) diagnostic criteria for schizophrenia (ICD-
10 F20).

A subset consisting of 100 of these patients, 50 of each gender, were also used in paper 1
(Foldager et al., 2012).

2.1.2 Bipolar disorder
The Danish bipolar samples used in paper 5 (Buttenschøn et al., 2010) consisted of 166 patients
with bipolar disorder assessed by the same means as the schizophrenia sample described in
subsection 2.1.1. The patients with bipolar disorder fulfilled the ICD-10 criteria for bipolar
affective disorder (ICD-10 F31) and the DSM-IV criteria for bipolar I disorder. The sample
was composed of 84 patients (42 females and 42 males) from the same study as the schizophrenia
patients and 82 patients from another Danish study; 48 females (59%) and 34 males (41%).
One male individual of these 82 patients was excluded due to large degree (>50%) of failing
genotyping (missing genotype values).

The group of 84 patients supplemented with 16 individuals from the other group was selected
for the study presented in paper 2 (Foldager et al., 2014). The additional 16 patients (6 females

15
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and 10 males) were simply chosen as the first 16 subjects sorted by identification number.
Unfortunately, no material for serum determination was available for these 16 patients (and
neither for the other 66 from that study). Thus, final gender distribution (female/male) of the
bipolar sample in paper 2 was 50–50 for the serum analyses and 48–52 for the genotypic analyses.

In paper 5 we furthermore used a replication sample consisting of 162 Scottish patients with
bipolar disorder. We miss gender information for a few Scottish individuals, but from what
we have, it appears to be fifty-fifty females and males. The diagnoses of the Scottish cases
were determined by case notes reviews and personal interviews using the Schedule for Affective
Disorders and Schizophrenia – Lifetime version (SADS-L) (Endicott et al., 1978). The final
diagnoses according to the DSM-IV criteria were reached by consensus between two experienced
psychiatrists (c.f. Severinsen et al., 2006). Genotyping failed for 14 of the Scottish patients, and
they were therefore excluded from the analyses.

2.1.3 Panic disorder
A total of 100 patients with panic disorder without a history of bipolar disorder obtained from
previous genetic studies were used for paper 2 (Foldager et al., 2014). The patients, 79 females
and 21 males, had been diagnosed with the SCAN interview (Wing et al., 1998) and fulfilled a
life-time, best-estimate diagnosis according to ICD-10 (F41) and DSM-IV. To minimise the effect
of population stratification, recruitment was restricted to individuals of Danish ancestry for three
generations.

2.1.4 Suicidal behaviour
The nation-wide Danish association study of completed suicide by Buttenschøn et al. (2013)
(paper 4) considered all deaths sent for autopsy by the police between 2000 and 2007 to confirm
suspected suicide. Suicide cases were classified as violent or non-violent (death by poisoning)
and were obtained post-mortem from the three Danish forensic centres in Aarhus, Odense and
Copenhagen. The biological material from cases used in this study was muscle tissue samples
collected at autopsy. Psychiatric registrations, gender, date and place of birth, citizenship and
place of residence at death, as well as place of birth of their parents were obtained from the
Danish Psychiatric Central Register (Mors et al., 2011) and the Danish Civil Registration System
(Pedersen et al., 2006). More than half (57%) of the cases also had a record in the Danish
Psychiatric Central Register (Mors et al., 2011): 10% with a schizophrenia spectrum disorder
diagnosis (ICD-10 F21-F29, F60.0 and F60.1 ), 10% with affective disorders (F30-F39), 14%
with substance dependence (F10-F19) and 23% other diagnoses. Further details and gender
specific proportions can be found in Table 2 of paper 4. To ensure primarily Danish and Caucasian
ethnicity, cases born outside Denmark were excluded unless both parents were Danish born.
Individuals without a valid personal identification number (CPR number) were also excluded.
After exclusions, the sample consisted of 572 suicide cases: 209 (37%) females and 363 (63%)
males.

2.1.5 Control samples
Obtaining a good sample of controls, preferably healthy subjects not suffering from the disease
or disorder investigated, can be a challenge, and quite often some of the used samples have not
been thoroughly screened for the phenotype of interest. Moreover, using the same controls in
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multiple studies is probably more the rule than the exception—and this is also the case for the
studies included in this thesis as we will now describe in some detail.

Controls for MBL and MASP-2 study (paper 1 and 2)

Three hundred and fifty healthy, psychiatrically unscreened Danish volunteer blood donors were
obtained as controls for the studies in paper 1 and 2 concerning the involvement of MBL and
MASP-2 in psychiatric illness (Foldager et al., 2012; Foldager et al., 2014). Restrictions defined
by the ethnical committees preclude information of ethnic origin and other demographics about
the controls, but they were expected to be of mainly Western European descent. Since a health
questionnaire must be completed and approved before blood donation in Denmark, none of the
donors should suffers from a current infectious disease.

Controls for Suicide study (paper 4)

The control samples for the suicide cases were obtained from Danish working and student
populations. The controls from the working population (WP controls) were all part of the Danish
PRISME study (Kolstad et al., 2011), which recruited workers from work units within several
large public workplaces in Aarhus, Denmark. The WP controls were screened for depression and
recent suicidal thoughts by questionnaire. WP controls born outside Denmark, with a record in
the psychiatric register or without a valid CPR number, were excluded. The student population
controls (SP controls) were unscreened medical students recruited as controls for other genetic
studies. For these we were unable to access personal data except for gender and ethnicity. At
inclusion, they confirmed that both parents and all four grandparents were born in Denmark, and
since they were sampled during their first two years as students, we assumed that they were less
than 35 years old. After exclusions, the total number of controls was 1049: 545 questionnaire
screened WP controls and 504 unscreened SP controls (see table 2.1).

Table 2.1
Samples for the suicide study (paper 4). Number of subjects in each group and for each gender:
cases (completed suicide), working population (WP) controls screened for psychiatric illness,
student population (SP) controls consisting of unscreened medical students, and combined (All)
controls. The figures in parentheses are column proportions except from the figures in the total
row where the proportions are out of the grand total.

Gender Cases WP controls SP controls All controls Total sample

Females 209 (0.37) 443 (0.81) 320 (0.63) 763 (0.73) 972 (0.60)
Males 363 (0.63) 102 (0.19) 184 (0.37) 286 (0.27) 649 (0.40)

Total 572 (0.35) 545 (0.34) 504 (0.31) 1049 (0.65) 1621

Originally, the plan was to include only the WP controls. However, as the workplaces and
professions of these public workers have a major dominance of females (29% were nurses and
18% social work and counseling professionals, c.f. Kolstad et al. (2011)) and as completed
suicide is more prevalent in males (see e.g. the counts in Qin, 2011), we were confronted with
a very different gender distribution in cases and controls (see table 2.1). Especially the fact
that the number of male controls were less than a third of the number of male cases seemed
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very unfortunate, not least considering the power to detect differences between male cases and
controls. At first we then decided to use the male SP controls although we could not screen them
for mental illnesses by use of questionnaire or register information. Nevertheless, the inclusion of
the male students only minimised the problem by raising the male proportion in the controls from
19% to 39% in contrast to the 63% males in the case group. Thus, confronted with the fact that
we still had to take an uneven distribution of genders into account, we decided to also include the
female part of the student population - expecting this to increase the power to detect association,
apart from anything else.

Differences in gender distribution between cases and controls is a well known problem when
using standard control sets and may, as noted also by Clayton (2009), not just be the result of a
bad design. A prominent example in this respect is the common set of controls used for several
diseases in the Wellcome Trust Case Control Consortium (WTCCC) study (Wellcome Trust Case
Control Consortium, 2007).

Controls for Slynar study (paper 5)

Three hundred and eleven ethnically matched controls of Danish Caucasian descent three
generations back were included in the study published in paper 5 (Buttenschøn et al., 2010).
Of these 191 is a subset of the SP controls used in the suicide study (see subsection 2.1.5), 115
(60%) females and 76 (40%) males, while the other 120 were healthy controls originally used
in a study on breast cancer and therefore all females. Two of the breast cancer controls were
excluded due to large degree (>50%) of missing genotypes. All Danish control individuals were
unscreened for psychiatric disorders.

The Scottish replication sample included 200 ethnically matched controls from the same
population with approximately fifty-fifty females and males. Scottish controls were recruited
from Scottish National Blood Transfusion Service donors and screened to exclude people with
serious chronic illness and those taking any form of medication apart from contraceptive pill and
hormone replacement therapy (c.f. Borglum et al., 2001). Thirteen of the Scottish controls were
exclude due to failed genotyping.

2.1.6 Simulated case-control samples (paper 3)
The simulation of case-control samples for paper 3 was a multi-step procedure. From an initial
population of unrelated individuals and a selected set of SNPs, a base population was generated
by expansion of the initial population for a large number of generations. This base population
was used to generate offsprings for which affection status was imposed under certain scenarios
and case-control samples thereby drawn using a rejection sampling algorithm. One hundred case-
control samples of 5,000 affected and 5,000 unaffected individuals were generated for each of the
16 scenarios. Further details are given in section 3.2 and in paper 3.

2.1.7 WTCCC data for Landscape (paper 6)
In a combined analysis of two genome-wide association studies (GWAS) by Sklar et al. (2008)
signal of association with bipolar disorder was found for the SNP rs1006737 in the calcium
channel, voltage-dependent, L type, alpha 1C subunit (CACNA1C) on chromosome 12p13.33.
The signal was found after combining online p-values from the WTCCC bipolar sample
(Wellcome Trust Case Control Consortium, 2007) with p-values obtained from a combined
sample of bipolar I patients from the Systematic Treatment Enhancement Program for Bipolar
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Disorder (STEP-BD) and University College London (UCL). The result was further confirmed
by adding a third GWAS (Ferreira et al., 2008), and the SNP was also found to be associated with
schizophrenia in a Danish study (Nyegaard et al., 2010), suggesting CACNA1C as a common risk
gene for both bipolar disorder and schizophrenia. The involvement of CACNA1C in schizophrenia
was latest confirmed in Ripke et al. (2013).

As a proof of concept of the Landscape method, we re-examined the bipolar data from
WTCCC (Wellcome Trust Case Control Consortium, 2007) for CACNA1C extended by a buffer
zone to both ends of the gene region to avoid edge effects. Genotypes for a total of 204 SNPs
were used after filtering according to the description in WTCCC (Wellcome Trust Case Control
Consortium, 2007). Usual trend test p-values were calculated using logistic regression on the
original data and on 999,999 permutation samples obtained by randomly shuffling the original
case-control labels and used for calculation of permutation-based p-values in Landscape.

2.2 Genes, DNA, genotyping and serum measures

2.2.1 MBL and MASP-2 study (paper 1 and 2)
Genomic DNA was extracted from whole blood to investigate associations with genetic markers
located in the genes coding for MBL and MASP-2: MBL2 located at 10q21.1 and MASP2
located at 1p36.22. In MBL2, three SNPs from the promoter region (rs11003125, rs7096206,
rs7095891) and three nonsynonymous mutations of exon 1 (rs5030737, rs1800450, rs1800451)
were genotyped. Figure 1 of paper 1 (Foldager et al., 2012) shows the positions of the markers
in MBL2, see also figure 4.1 in subsection 4.1. In MASP2, one point mutation rs72550870 (also
referred to as D120G) was genotyped.

In MBL2, the alleles for the three promoter SNPs are usually designated H/L, Y/X and P/Q,
and the three variants of exon 1 are referred to as D, B and C, while the wild type variant is
denoted A. Due to linkage disequilibrium, only seven haplotypes (HYPA, LYQA, LYPA, LXPA,
LYPB, LYQC and HYPD) are commonly found from these markers, with HYPA being the most
frequent in samples of European ancestry. However, an additional haplotype LYPD was found
in a single control individual probably originating from a recent intragenic recombination event
between HYPD and LYPA or LYPB (Boldt et al., 2010). This subject was excluded to avoid
dealing with this extra haplotype. The variants in exon 1 are sometimes combined into a diallelic
locus with alleles A and O (either of D, B and C) and then combined with the Y/X marker to
form two-marker haplotypes YO, YA and XA (XO never observed). The multilocus genotypes
obtained from this two-marker haplotype can be classified by their associated level of MBL in
serum: high (YA/YA, YA/XA), intermediate (XA/XA, YA/YO) or low (XA/YO, YO/YO) (Olesen
et al., 2006). Another reason for using this classification is the induced reduction of categories;
7 haplotypes imply 28 possible multilocus genotypes (of which we see 26—LYPA/LYQC and
LYQC/LYQC were not observed), and using a factor with that many categories in relatively small
samples inevitably induces cells with low counts which may cause numerical problems in the
analyses. The main reason for including the grouping in papers 1 and 2 was, however, to ease
comparison to earlier studies and we otherwise recommend using the more detailed genotype
grouping (c.f. Foldager et al., 2012).

The concentration of MBL and MASP-2 in serum was measured. For MBL, a detection limit
of 10 ng MBL/ml serum applies. Classification of MBL deficiency is not fully solved (Dommett
et al., 2006), and various serum levels have been suggested: <10, <50, <100, <500 ng/ml. We
referred to the following MBL levels as: low/deficient: <100, intermediate: 100–400, normal:
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>400 ng/ml. These levels were chosen to resemble the guiding levels given by the State Serum
Institute (SSI)9 at that time (August 2006). Consistent with the uncertainty regarding clinical
relevant levels, it can be noted that the current reference ranges from SSI are: <100, 100–500
and >500 (web page checked February 6, 2014). It should also be noted that the MBL levels
associated with the two-marker genotype groups mentioned above were chosen a bit differently
in Olesen et al. (2006), where low was <200 and high was >800 ng/ml.

2.2.2 Regions and SNPs for the G×E simulation study (paper 3)
Mimicking a strategy that might be used to reduce the number of markers investigated for
interactions, we selected the putative genetic linkage regions for schizophrenia in Caucasians on
the basis of a meta-analysis by Ng et al. (2009)10: 2q33.3–36.3 (206.3–228.3 Mb), 3p14.1–q13.32
(71.6–120.2 Mb), 5q31.3–35.1 (141.8–167.7 Mb), 6p21.31–12.1 (33.9–56.6 Mb), 8p22-12 (15.7–
32.7 Mb), and 16p13.12–q12.2 (13.2–51.5 Mb). From these regions, we chose SNPs that
were present on the Illumina HumanHap550 chip and common to all 11 HapMap3 populations
(International HapMap 3 Consortium, 2010). We added a buffer zone of 10% of the region
size at each end of each region to avoid possible edge effects. To speed up calculations further
for inclusion in the present dissertation, we decided to use only the two chromosomal regions
harbouring the disease predisposing loci (DPLs).

At first, SNPs were restricted to have a MAF>0.05 in the base population (Foldager et al.,
2013). However, to avoid numerical problems we decided to only include SNPs with a genotype
frequency of at least 0.05 for the minor allele homozygote. Note that under random mating and
thus Hardy-Weinberg proportions, a MAF above 0.05 only corresponds to a genotype frequency
above 0.0025. This might be a valid approach for single-marker analyses, but becomes a problem,
numerically, for G×G and G×E interaction analyses. A total of 5,500–6,000 SNPs remained for
the analyses, see further details in paper 3.

2.2.3 Suicide study (paper 4)
One of the major candidate genes for suicide is the serotonin transporter gene, solute carrier
family 6 member 4 (SLC6A4 or 5-HTT) located on chromosome 17q11.2 and involved in the
reuptake of serotonin in the synaptic cleft. Especially an INDEL, known as the serotonin
transporter linked polymorphic region (5-HTTLPR also referred to as rs4795541), and a nearby
SNP rs25531 (both from the 5’ promoter region of SLC6A4) have been intensively studied
in psychiatry, psychology and neuroscience for many disorders (Caspi et al., 2010) including
suicidal behaviour (Gonda et al., 2011; Tsai et al., 2011; Willour et al., 2012). These two markers
were therefore selected. Earlier studies considered only two alleles of 5-HTTLPR: a short (S)
variant associated with a lower expression and a long (L) variant (Gonda et al., 2011). However,
the A to G substitution of the SNP rs25531 has been shown to modulate the effect of the L-
allele to behave (almost) like the S-allele during transcription (Hu et al., 2006) resulting in a
lower expression. In the present study, PCR products were directly used for the 5-HTTLPR
genotyping to reveal a long (L=405 bp) or short (S=361 bp) amplicon size. Further procedures on
5µl of this PCR product were carried out to reveal also the rs25531 SNP by the following visible
fragments: LA=340 bp, LG=166 bp and S=297 bp. Using the convention described by Parsey et al.
(2006), the combined genotypes of 5-HTTLPR and rs25531 were also reclassified according to

9http://www.ssi.dk
10http://www.szgene.org/linkage.asp

http://www.ssi.dk
http://www.szgene.org/linkage.asp
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functional activity: {S/S,S/LG,LG/LG} (low expression), {S/LA,LG/LA} (medium expression)
and {LA/LA} (high expression). To make notation less cumbersome, we refer to these classes as
SS+SLG+LGLG, SLA+LGLA and LALA, respectively.

Also other components of the serotonergic system have been investigated in relation to
suicidal behaviour, not least the two tryptophan hydroxylase genes TPH1 and TPH2 (Tsai et
al., 2011; Willour et al., 2012) involved in the initial and rate-limiting step in the synthesis of
serotonin. We selected rs1800532 in intron 7 of TPH1 on chromosome 11p15.1 and rs1386494
in intron 5 of TPH2 on chromosome 12q21.1 as these two SNPs have been associated with both
suicidal behaviour (Li et al., 2006) and completed suicide (Zill et al., 2004).

Another candidate gene for suicide is monoamine oxidase-A (MAOA) on chromosome
Xp11.3, encoding an enzyme involved in degradation of serotonin, noradrenalin, adrenalin and
dopamine. The dopaminergic system may be related to impulsivity. We genotyped a functional
untranslated variable number tandem repeat (uVNTR) within MAOA (MAOAuVNTR), with
alleles determined according to the number of repeats (2, 3, 3.5, 4 and 5 repeats). These variants
affect the transcription of MAOA and is often classified according to functional activity (Deckert
et al., 1999): 2 and 3 repeats (low expression); 3.5, 4 and 5 repeats (high expression). In addition
to these alleles, we identified a new allele corresponding to 4.5 repeats, and we grouped this with
the high expression alleles. High expression alleles have been associated with violent suicide
attempts in males (Courtet et al., 2005).

DNA from suicide victims was extracted from paraffin-embedded muscle tissue samples
and genotyped. Moreover, frozen muscle tissue was available and improved DNA quality for
approximately 12% of the cases. DNA from control individuals was extracted from whole
blood using standard procedures. Samples with no visible DNA or contaminated with bacterial
DNA were excluded; as were samples that looked badly degraded and unlikely to be amplified
successfully for the larger fragments (>300 bp) required for genotyping of markers in SLC6A4.
Further details on DNA extraction and genotyping are given in paper 4 (Buttenschøn et al., 2013).

2.2.4 Slynar study (paper 5)
Genomic DNA was extracted from whole blood from the Danish patients and controls using
standard methods and genotyped for 13 microsatellites and 9 SNPs. To enable identification in
the figures, we named these 22 markers consecutively according to position: m1, m2, . . . , m22.
Positions and identification numbers are shown in Figure 1 and Table 1 of paper 5 (Buttenschøn
et al., 2010). The selection criteria for the 13 microsatellite loci were based on previous positive
findings (Degn et al., 2001; Kalsi et al., 2006), and 5 SNPs were selected based on the positive
findings in Kalsi et al. (2006). Additionally, 4 SNPs were chosen on the basis of a functional
approach with two being located within exons—rs3803149 (m7) and rs1194029 (m13)—and two
located in the proximal promoter region of Slynar transcripts—rs4765449 (m6) and rs1194050
(m11), see paper 5 for a further description. In the Scottish sample we only genotyped the
SNP rs7133178, which was the most significantly associated marker with bipolar disorder in
the Danish sample.

2.3 Statistical analysis
When reporting parameter estimates (coefficients or odds ratios), we follow the recommendation
of Louis et al. (2009). As an example, suppose we want to write an estimated odds ratio (OR)
and its 95% confidence interval (CI) consisting of a lower (L95) and an upper (U95) bound,
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which is often written as: OR (L95–U95). In the notation of Louis et al. (2009) this is written as:
L95 OR U95. In some of the tables (see e.g. table 4.2) we have extended this notation by putting

the corresponding p-value above the estimated odds ratio:
P

L95 OR U95. This saves a lot of space
in the tables, enabling us to include for example all three patient groups from the MBL/MASP-2
studies (paper 1 and 2) in the same table and thus facilitating comparison.

Generally, we have chosen a significance level of 5%, and most analyses were carried out
using either the commercial statistical software Stata11, the non-commercial software R12 (R
Core Team, 2013) or a combination of both—exact versions of course varying over time. In
addition, various non-commercial commandline-base softwares were used.

2.3.1 MBL and MASP-2 study (paper 1 and 2)
Single-marker genotypic associations were assessed using logistic regression assuming an
additive model on the logarithmic (log)13 scale. The resulting odds ratio indicates the effect
of each extra copy of the mutation allele. Hence, the OR between the two homozygote variants
is the square of the reported OR. Similarly, the additive effects of carrying 0, 1 or 2 copies for
each of the seven haplotypes were considered. Additive effects for each of m multiple SNPs were
tested by an m degrees-of-freedom (d.f.) chi-square test that has a corresponding score test which
is a generalisation of the Armitage trend test (Balding, 2006).

MBL and MASP-2 in serum were analysed by log-transformed concentrations to account for
non-normality. Standard linear regression was used for the analysis of MASP-2, whereas Tobit
regression (Amemiya, 1984) was applied for MBL to handle observations below the detection
limit by censoring techniques. A categorisation like the low/intermediate/normal classification
(see subsection 2.2.1) would also solve this problem, but at the expense of continuity and
thus information loss. Logistic regression was used for analyses of MBL deficiency status
(</≥100 ng/ml) and MBL serum detection status (</≥10 ng/ml).

2.3.2 G×E simulation study (paper 3)
With the intention to show the reasonableness of doing a more comprehensive study of a larger
set of G×E methods, we considered a version of the popular machine learning and data mining
method MDR (Ritchie et al., 2001), model-based MDR (MB-MDR) (Calle et al., 2008), and one
version of the machine learning method logic regression (Ruczinski et al., 2003), logic feature
selection (logicFS) (Schwender et al., 2011b). We furthermore intend to compare these with a
traditional two-step logistic regression, consisting of choosing a subset of SNPs followed by an
exhaustive search for significant interactions with an environmental variable. Details on MB-
MDR and logicFS are given in section 3.6 and in paper 3.

To check for main effects and two-way interactions, we also applied the boosted one-step
statistics (BOSS) method by Voorman et al. (2012) to search for G×E interactions, and the
boolean operation-based screening and testing (BOOST) method by Wan et al. (2010) to examine
all pairwise SNP-SNP interactions. Moreover, the BOOST software outputs single-marker test
statistics.

11Stata Statistical Software, College Station, TX: StataCorp LP. http://www.stata.com
12R: A Language and Environment for Statistical Computing. http://www.r-project.org
13If not specified explicitly as base-10 (log10) we think of the natural logarithm (base e).

http://www.stata.com
http://www.r-project.org
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2.3.3 Suicide study (paper 4)
The association between genetic markers and the case/control phenotype was investigated using
logistic regression. In order not to have age as a continuous variable (not available for all
controls), we grouped age in three groups: <35, 35–49, ≥50 years. The results are presented
from the relevant conditional logistic regression model when no other significant interaction than
between gender and age-group exist, corresponding to stratification on gender and age-group.

Gender, age-group and their interaction were associated with phenotype by sampling (see
table 2.1), and these factors were therefore included as covariates in the regressions by default.
Clayton (2008) and Clayton (2009) note that to gain (or retain) power, stratification by gender
should be avoided if the null hypothesis of no association between gender and genotype or
allele frequencies can be assumed. Furthermore, under certain conditions, efficiency would be
gained by excluding such factors even when heavily associated with phenotype (Clayton, 2008).
Supposedly the same arguments hold for the age group variable. Nevertheless, we decided to
retain them, as we believe they might be proxies for other unobserved factors, and furthermore
we wanted to test their interaction with genotype. These interaction analyses were not planned a
priori.

Genotypes of two-allelic markers were coded by an additive term Ai which is 0, 1 or 2,
corresponding to the number of minor alleles that individual i carries, and by a dominance term
Di which is 1 for heterozygote carriers and zero otherwise. This ensures independent tests of
specific assumptions of genetic models as recommended by Joo et al. (2009) and Zheng et al.
(2009). The reduction to the additive model was tested by testing the null hypothesis that the
dominance parameter equals zero. This simpler model, however, was only used when the null
hypothesis was clearly not rejected. Details concerning the analysis of the X chromosomal marker
MAOAuVNTR are given in subsection 3.1.4.

2.3.4 Slynar study (paper 5)
Single-marker genotype-wise and allele-wise Fisher’s exact association tests were performed.
Permutation-based p-values using 1e6 simulations were used for microsatellites as these are
highly variable. Logistic regression was applied on significantly associated markers to determine
disease risk in the best fitting genetic model. The models considered, apart from the saturated
and the null, were the dominant, additive and recessive models. Odds ratios with 95% CI
were estimated. Single-marker tests were supplemented by a sliding window haplotype analysis
(Schaid et al., 2002). Linkage disequilibrium in terms of r2 was estimated for all pairs of SNP
markers. LD between microsatellite marker m8 and SNP marker m9 were calculated using the
Multiallelic Interallelic Disequilibrium Analysis Software (MIDAS) (Gaunt et al., 2006). Using
MIDAS, LD was calculated for each allelic combination between all pairwise combinations of
any type of loci. Meta-analysis of m9 across the Danish, Scottish and UK samples was carried
out by a stratified logistic regression analysis. Genotypes for the m9 marker (rs7133178) in the
UK samples were generated on the basis of the allele frequencies reported in Kalsi et al. (2006)
assuming HWE.





Chapter 3

Statistical methods

3.1 Association analysis
The general goal of association analysis is to find significant differences between affected and
unaffected individuals in polymorphism on loci that might then have a role in increasing (risk
alleles) or decreasing (protective alleles) the risk of being affected with the disease or disorder
investigated. The association may be a direct effect from a putative causal variant or result from
a surrogate polymorphism being in linkage disequilibrium (indirect association) with a disease
causing mutation. The type of effect cannot as such be deduced from the association analysis and
promising results from association studies are therefore usually only the first step towards a better
understanding of an aetiological coherence.

Single-marker analysis is without doubt the most commonly used type of genetic association
analysis and many different methods for testing single-markers exists. We will consider the
difference between genotype and allele based analysis, and note why the latter generally should
not be used. We will briefly describe how a number of genetic models (modes of penetrance) are
subspaces of the full genotypic model and includes the genotypic null model of no association.
We reflect a bit on how to test single-markers located on autosomes and finally discuss some of
the special issues arising when analysing loci on the X chromosome.

The section closes with a small subsection on haplotype analysis and some further notes on
the haplotypes in MBL2 (paper 1 and 2) and how a multiple SNPs model using the six single
markers can be re-parameterised as a model using the seven haplotypes.

3.1.1 Single-marker analysis
Genotype-based analysis

Let us consider a locus given by a diallelic marker, e.g. a single nucleotide polymorphism (SNP),
and refer to the major (more frequent) and minor (less frequent) alleles by S and s, respectively.
Let τ = P(s) denote the minor allele frequency in the population. We will refer to the three
possible genotypes (S/S, S/s and s/s) by G0, G1 and G2 with the indexing indicating number
of minor alleles and we let g j = P(G j) denote the genotype frequencies in the population. We
assume 0 < g j < 1 for all j = 0,1,2. In the following we will consider a dichotomous trait D and
without loss of generality assume that this is a binary disease state: D = 0 for subjects without
disease (controls) and D = 1 for subjects with the disease (cases). Let 0 < κ < 1 denote the
prevalence of the disease in the population, κ = P(D = 1).

25
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Let π0, π1 and π2 denote the penetrances of the genotypes, i.e. the conditional probabilities
of disease given genotype, P(D = 1|G j). We will assume that 0 < π j < 1 for all j = 0,1,2.
Turning this upside down let γi j = P(G j|D = i), for all j = 0,1,2 and i = 0,1, denote the
conditional genotype frequencies given disease status. As with the other probabilities we will
assume 0 < γi j < 1 for all i and j. The connection between these conditional probabilities is
given by Bayes’ theorem:

P(G j|D = i) =
P(D = i|G j)P(G j)

P(D = i)
.

We see that γ0 j = (1−π j)g j/(1−κ) and γ1 j = π jg j/κ , for all j = 0,1,2. Using the law of total
probability we can calculate κ and (κ−1) by

P(D = i) =
2

∑
j=0

P(D = i|G j)P(G j).

If we disregard the potential influence of other factors (including confounding) than that of a
single SNP, then the two by three contingency table 3.1 of genotype counts in cases and controls
is a useful and reasonable starting point for investigating connection (association) between locus
and disease.

Table 3.1 Genotype counts

Phenotype G0(S/S) G1(S/s) G2(s/s) Total

D = 0 n00 n01 n02 N0

D = 1 n10 n11 n12 N1

Total n0 n1 n2 N

Conditional on the number of subjects, Ni, genotype counts within trait (ni0,ni1,ni2) are
outcome from multinomial distributions mult(Ni,(γi0,γi1,γi2)) for i = 0,1 and the two random
vectors of genotype counts are independent conditional on ∑

2
j=0 γi j = 1 for i = 0,1. Thus the

maximum likelihood estimate of γi j is γ̂i j = ni j/Ni for all i = 0,1 and all j = 0,1,2.

The log-likelihood function for a multinomial distribution is

li((γi0,γi1,γi2);(ni0,ni1,ni2)) =
2

∑
j=0

ni j log(γi j)

which we can write as a function of two parameters under the restriction that ∑
2
j=0 γi j = 1:

li((γi0,γi2);(ni0,ni1,ni2)) = ni0 log(γi0)+ni1 log(1− γi0− γi2)+ni2 log(γi2).

Assuming statistical independence between cases and controls the log-likelihood for the four
dimensional parameter space of the full (saturated) genotypic model

ΓG = {γ|0 < γi j < 1 and γi0 + γi2 < 1 for all i = 0,1 and all j = 0,1,2}

will then be

l(γ;n) =
1

∑
i=0

li((γi0,γi2);(ni0,ni1,ni2)),

where γ = (γ00,γ02,γ10,γ12) and n = (n00,n01,n02,n10,n11,n12).
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Genotypic null model
The genotypic null model is that of equal genotype frequencies between cases and controls, i.e.
γi j = γ j for i = 0,1 and all j = 0,1,2. The null model corresponds to the following subspace of
ΓG

Γ0G = {γ|γ00 = γ10 and γ02 = γ12}∩ΓG

and the maximum likelihood estimate of γi j under Γ0G is ĝ j = n j/N for all j = 0,1,2.

From the formulae connecting π j and γi j we see that this null model implies π0 = π1 = π2 = κ ,
i.e. all three penetrances equals the prevalence of disease in the population. Restrictions on the
penetrances π j are often imposed and correspond to underlying genetic models with parameter
spaces between Γ0G and ΓG. These models are usually described in terms of restrictions on
genotypic relative risks or odds ratios as shown in the next subsection.

Measures of disequilibrium

There are two important measures of disequilibrium of genotype and haplotype frequencies:
statistical association between alleles at the same locus (non-independence of chromosomes) and
statistical association between alleles on the same chromosome (non-independence of loci). The
former of these is known as Hardy-Weinberg (dis)equilibrium (HWE) and the latter is the so-
called linkage disequilibrium (LD).

Under the assumption of independence between chromosomes it follows from probability
theory that g0 = P(S/S) = P(S)2, g1 = P(S/s) = P(S)P(s) + P(s)P(S) = 2P(S)P(s) and
g2 = P(s/s) = P(s)2. When this connection between genotype and allele frequencies is fulfilled
we say that we have Hardy-Weinberg proportions. Thus, the measures of Hardy-Weinberg
disequilibrium are of the form DS = P(S/S)−P(S)2. The Hardy-Weinberg principle states that
genotype frequencies of a population will assume these proportions after a single generation of
random mating. When the random mating assumption is violated, the population will not have
Hardy–Weinberg proportions. A common cause of non-random mating is inbreeding, which
causes an increase in homozygosity for all genes.

If a population violates one of the following four assumptions, the population may continue
to have Hardy–Weinberg proportions in each generation, but the allele frequencies will change
over time: 1) Selection, in general, causes allele frequencies to change, often quite rapidly. While
directional selection eventually leads to the loss of all alleles except the favored one, some forms
of selection, such as balancing selection, lead to equilibrium without loss of alleles. 2) Mutation
will have a very subtle effect on allele frequencies. Mutation rates are of the order 10−4 to 10−8,
and the change in allele frequency will be, at most, of the same order. Recurrent mutations will
maintain alleles in the population, even if there is strong selection against them. 3) Migration
genetically links two or more populations together. In general, allele frequencies will become
more homogeneous among the populations. Some models for migration inherently include
non-random mating (Wahlund effect, for example). For those models, the Hardy–Weinberg
proportions will normally not be valid. 4) Small population size can cause a random change
in allele frequencies. This is due to a sampling effect, and is called genetic drift. Sampling effects
are most important when the allele is present in a small number of copies.

The corresponding measures of LD are of the form DS1S2 = P(S1S2)−P(S1)P(S2), where S1
and S2 are alleles at two different loci on the same chromosome. So, LD describes a situation in
which a haplotype occurs more (or less) frequently in a population than would be expected by
chance, and thus knowledge of an allele at one locus can be used to predict the allele at a second
locus. Due to recombinations between loci, LD decay over time.
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Allele based analysis

Instead of counting genotypes and thus subjects one could also count chromosomes, i.e. 2
observations per subject. It is obvious how to go from genotype frequencies to allele frequencies
whereas the opposite is only possible under assumptions like that of Hardy-Weinberg proportions
in the population. Let F denote the inbreeding coefficient in the population:

F = 1− Observed number of heterozygotes
Expected number of heterozygotes under HWE

.

Then there is the following relationship between allele and genotype frequencies:

g0 = (1− τ)2(1−F)+(1− τ)F = (1− τ)2 +F(1− τ)τ,

g1 = 2(1− τ)τ(1−F),

g2 = τ
2(1−F)+ τF = τ

2 +F(1− τ)τ.

If Hardy-Weinberg equilibrium is present then F = 0 and genotype frequencies can be deduced
from the minor (or major) allele frequency: g0 = (1− τ)2, g1 = 2(1− τ)τ and g2 = τ2. The
calculation of allele counts from genotype counts is given by the two by two contingency table 3.2.

Table 3.2 Allele counts

Phenotype S s Total

D = 0 a00 = 2n00 +n01 a01 = n01 +2n02 A0 = 2N0

D = 1 a10 = 2n10 +n11 a11 = n11 +2n12 A1 = 2N1

Total a0 = 2n0 +n1 a1 = n1 +2n2 A = 2N

Allelic null model
The allelic null model assumes equal allele frequencies in cases and controls. If we let τi, i = 0,1
denote the conditional allele frequencies of s given disease status then we have the following
allelic null model: τi = τ , for all i= 0,1. Noting that τi = γi1/2+γi2 and inserting γi1 = 1−γi0−γi2
we see that τi = 1/2−(γi0−γi2)/2. Thus τ0 = τ1 if and only if γ00−γ02 = γ10−γ12 and the allelic
null model is given by the following subset of the four dimensional parameter space ΓG:

Γ0A = {γ|γ00− γ02 = γ10− γ12}∩ΓG.

As γ ∈Γ0G implies γ ∈Γ0A but not the other way around, we note that Γ0G ⊂Γ0A ⊂ΓG, i.e. that the
allelic null model is less stringent than the genotypic null model. We will return to the question
and debate of which alternative (allele-based) model to consider against the allelic null model.

3.1.2 Measuring genotypic association with disease
If we use the major allele homozygote genotype as reference then the strength of association
between locus and disease may be expressed in terms of the genotype relative risk (GRR):

λ j =
π j

π0
, for all j = 0,1,2.
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Note that by construction λ0 ≡ 1.Using the connection between π j and γ1 j this can also be written
in terms of genotype frequencies by comparing ratios in cases with those of the population:

λ j =
γ1 j/γ10

g j/g0
, j = 1,2.

Following Joo et al. (2009) and letting λ = (λ1,λ2) we can write up the space of the full model
determined by the GRRs as

Λ = {λ |λ1 > 0 and λ2 > 0}.

Since π0 = π1 = π2 if and only if λ1 = λ2 = 1, we see that

Λ0 = {λ |λ1 = λ2 = 1}

is equivalent to
Π0 = {π|π0 = π1 = π2}.

It is also straightforward to see that Λ is equivalent to

Π = {π|π0 > 0 and π1 > π0 and π2 > π0}.

A number of genetic models are easily defined as subsets of Λ, each of which includes Λ0 and
thus defines possible alternative models to this null model. Moreover, these models can also be
written as subspaces of the penetrance space Π, each of which includes Π0:

Recessive : ΛR = {λ |λ1 = 1 and λ2 > 1} or ΠR = {π|π1 = π0 and π2 > π0}
Additive : ΛA = {λ |λ2 = 2λ1−1} or ΠA = {π|π2 = 2π1−π0}
Multiplicative : ΛM = {λ |λ2 = λ 2

1 } or ΠM = {π|π2 = π2
1/π0}

Dominant : ΛD = {λ |λ1 = λ2 > 1} or ΠD = {π|π1 = π2 > π0}
Overdominant : ΛO = {λ |λ1 > 1 and λ1 > λ2} or ΠO = {π|π1 > π0 and π1 > π2}
Underdominant : ΛU = {λ |λ1 < 1 and λ1 < λ2} or ΠU = {π|π1 < π0 and π1 < π2}

In case one of the alleles (we assume it is the minor) gives rise to a higher risk, then according to
Joo et al. (2009), the underlying genetic model is contained in the following subspace:

Λ̃ = {λ |1≤ λ1 ≤ λ2 and λ2 > 1}∪{(λ1,λ2) : 0≤ λ2 ≤ λ1 ≤ 1 and λ2 < 1},

which includes ΛR, ΛA, ΛM and ΛD, i.e. contains the recessive, additive, multiplicative and
dominant models. The full model is given as the following union

Λ = Λ̃∪Λ0∪ΛO∪ΛU .

Oftentimes the association is measured by an odds ratio (OR) rather than a GRR, i.e. as a ratio
between odds of disease π j/(1−π j):

θ1 =
π1

1−π1
/

π0

1−π0
and θ2 =

π2

1−π2
/

π0

1−π0
.

3.1.3 Testing autosomal single-markers (SNPs)
Using likelihood inference the genotypic model ΓG can be tested as the alternative to the
genotypic null model Γ0G by the following likelihood ratio test:

−2log(Q) = 2
1

∑
i=0

2

∑
j=0

ni j log(
ni j

Nin j/N
).
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This test statistic is found by inserting likelihood ratio estimates γ̂i j = n j/N under H0G : γ ∈ Γ0G

into the multinomial likelihood function and finding the ratio Q between this and the
corresponding likelihood under HG : γ ∈ ΓG, i.e. with γ̂i j = ni j/Ni inserted. Finally, minus two
times the natural logarithm of Q is calculated to obtain a test statistic for which the asymptotic
distribution have been deduced and equals a χ2-distribution on 2 degrees-of-freedom, χ2

2 . Under
the same conditions needed for this asymptotic result, this test statistic is also approximately
equal to Pearson’s χ2-test for independence between row and column variables in the two-by-
three contingency table 3.1:

X2
Pearson =

1

∑
i=0

2

∑
j=0

(ni j−Nin j/N)2

Nin j/N
.

However, the null model Γ0G is also often tested against other alternatives implied by the
genetic models mentioned above. If such a genetic model is reasonably correct, the model-based
tests may be more powerful than the genotypic test which on the other hand is more robust
to model misspecification as it includes the other models. The study by Joo et al. (2009) (see
also the commentary by Zheng et al., 2009) concludes that there is no single best test for case-
control association studies and that robust tests which do not depend on specific assumptions of
genetic models are preferable. Their results indicate that Pearson’s χ2

2 -test performs equally well
as the tests that combine trend tests corresponding to specific recessive, additive and dominant
genetic models. Balding (2006) also noted that χ2

2 or Fisher’s exact test have reasonable power
regardless of the underlying model but are less powerful when the risks are additive, than tests
tailored to this scenario. Therefore, unless the genetic model is known or may be restricted to
be between recessive and dominant model (precluding e.g. the over- and underdominant models),
either χ2

2 or the MIN2 (Wellcome Trust Case Control Consortium, 2007; Joo et al., 2009) should
be considered. The MIN2 test is obtained as the minimum of the two p-values from an additive
trend test and from the χ2

2 -test. This minimum is not in itself a valid p-value, but Joo et al. (2009)
derived the asymptotic p-value and some threshold values for a few significance levels.

An often used class of tests is called Cochran-Armitage Trend Test (CATT) and dates
back to Cochran (1954) and Armitage (1955). To define a specific CATT, increasing scores
x0 ≤ x1 ≤ x2 and x0 < x2 or decreasing scores x0 ≥ x1 ≥ x2 and x0 > x2 are assigned to the
genotypes (G0,G1,G2), e.g. corresponding to the following models: recessive (0,0,1), additive
(0,1,2) and dominant (0,1,1). As the CATT is invariant to a linear transformation of the scores,
x = (x0,x1,x2) can be replaced by x = (0,η ,1) with η = (x1− x0)/(x2− x0) (c.f. Zheng et al.,
2003). So for the three examples, the recessive and dominant scores remain unchanged while for
the additive model we obtain the scores (0,1/2,1). Zheng et al. (2003) showed that these scores are
optimal for the recessive and dominant models with respect to minimised sample size to achieve
prespecified type I error and power (or type II error), but only locally optimal for the additive
model. Furthermore they showed that the multiplicative model is asymptotically equivalent to the
additive model and that the scores used for the additive model (0,1/2,1) are locally optimal for
the multiplicative model, i.e. the same trend test (set of scores) can be used for both models.

Given the score vector x and using formulae corresponding to those in Joo et al. (2009), the
CATT statistic is given by

ZCAT T (x) =
U(x)√

V̂arΓ0G
(U(x))
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or equivalently by X2
CAT T (x) = (ZCAT T (x))2, where

U(x) =
√

N
2

∑
j=0

x j(γ̂1 j− γ̂0 j)

and

V̂arΓ0G
(U(x)) =

N2

N0N1
{

2

∑
j=0

x2
j ĝ j− (

2

∑
j=0

x jĝ j)
2}.

Here γ̂i j = ni j/Ni are maximum likelihood estimates for γi j under γ ∈ ΓG and ĝ j = n j/N are
maximum likelihood estimates for γi j under γ ∈ Γ0G . Under Γ0G and for a fixed score vector
x, the asymptotic distribution of ZCAT T (x) is a standard Gaussian, N(0,1), and consequently the
asymptotic distribution of X2

CAT T (x) is a chi-squared distribution with one degree-of-freedom, χ2
1 .

In Zheng et al. (2009) it was shown that if we allow the scores to be unordered then X2
Pearson is

also a trend test with score vector x = (n10/n0,n11/n1,n12/n2) or equivalently x = (0,η ,1) where

η =
n11/n1−n10/n0

n12/n2−n10/n0
=

(n11n0−n10n1)n2

(n12n0−n10n2)n1
.

If the true scores are ordered, then for some fixed η ∈ [0,1] (or the equivalent x) the corresponding
(optimal) CATT with one degree-of-freedom will necessarily be more powerful than Pearson’s
χ2-test for which we use two degrees-of-freedom. On the other hand, allowing the scores to be
unordered imply the robustness of Pearson’s χ2 when the true model of inheritance is not between
the recessive and dominant.

Very recently, Loley et al. (2013) proposed a unifying framework using the generalised linear
model (GLM) to encompass both robust testing for association by use of a MAX test (maximum
of dominant, additive and recessive tests) and selection of the best fitting genetic model. Their
approach can be used both for usual case-control data, for family-based data and for matched
pairs data, e.g. matched case-control data. By utilising the GLM framework it is also possible
to consider continuous traits, count data, categorical traits and survival data. Furthermore, the
inclusion of covariates is possible.

The allele-based 2x2 contingency table test: should it be used or not?

In allele-based analyses the null hypothesis of interest is that of no difference in allele frequencies
between cases and controls, HA

0 : τ0 = τ1 = τ . Under HA
0 the maximum likelihood estimate is

τ̂ = (n1 + 2n2)/(2N) = a1/A (see table 3.2). Note that 1− τ̂ = a0/A. This may then be tested
using Pearson’s χ2-test given by

X2
A =

1

∑
i=0

1

∑
j=0

(ai j−Aia j/A)2

Aia j/A

evaluated by a χ2-distribution on one degree-of-freedom. However, as noted by Sasieni (1997)
this distributional assumption for X2

A relies on binomial distributions of the test statistics which is
only reasonable under an assumption of statistically independent alleles, i.e. under an assumption
of HWE of genotypes in the combined population.

Sasieni (1997) compared systematically the allele- and genotype-based chi-square tests and
concluded that these are (asymptotically) equivalent if and only if HWE holds in the combined
sample and that X2

A is otherwise invalid and thus should not be used. This asymptotic equivalence
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holds both under the null hypothesis of no association and under the alternative hypotheses, c.f.
Zheng (2008). Schaid et al. (1999) quantified the bias of the expected type-I error rate under
the null hypothesis of no association when there are deviations from HWE and also devised a
correction to account for the deviations. The recommendation not to use the allele-based test
(Sasieni, 1997) has not always been followed, as noted by Guedj et al. (2008), Zheng et al. (2009)
and Izbicki et al. (2012).

The asymptotic equivalence under the null hypothesis was complemented and more firmly
proved by Guedj et al. (2008) when HWE holds in the population, and was noted by Knapp
(2008) to also follow easily from results in Knapp (2001). Zheng (2008) showed that the
equivalence under the null hypothesis is not true under the alternative hypotheses except under
certain conditions in addition to HWE in the population, e.g. if also the proportion of cases in the
case-control sample is an unbiased estimate for the disease prevalence. Zheng (2008) concludes
that for the additive model, the trend test is always more powerful than the allelic test but that the
opposite is the case in some scenarios under the recessive, dominant and multiplicative models.
As an alternative to the asymptotic-based tests, Guedj et al. (2006) proposed an unbiased exact
allelic test which has been implemented in the R package allelelic.

Recently Wang (2012) proposed a new framework for testing equality of allele frequencies
between cases and controls while allowing for deviations from HWE. Furthermore, this method
does not depend on a specific genetic disease model and the test statistics are evaluated on one
degree-of-freedom. The method of Wang (2012) was implemented in the R package iGasso.
In another recent study, Izbicki et al. (2012) found that the genotype-based hypothesis was not
rejected while the allele-based was rejected even after devising an allelic test, similar to those
in Wang (2012), which should be appropriate also under deviations from HWE. To circumvent
this incoherence they suggested a Bayesian approach. It is not totally clear to us, though, if this
incoherence really stems from the difference in dimension (as suggested by the authors) or might
just result from a difference in power.

In conclusion, there is no good reason to use the original allele-based Pearson’s chi-square
test. There may be reasons to used either the exact test by Guedj et al. (2006) or the framework
recently proposed by Wang (2012).

3.1.4 Analysis of markers on the sex chromosomes
Since the number of X and Y chromosomes carried by males and females normally differ (males:
1 X and 1 Y; females: 2 X and 0 Y) analyses of genetic markers on the sex chromosomes may
require different methods than those usually applied in autosomes (Clayton, 2008; Clayton, 2009)
where both gender (normally) carries two homologous chromosomes.

The Y chromosome, which is now approximately 58 Mb, has been progressively degraded
during evolution and though originating from an ancestral homologous chromosome pair (Ohno,
1967), now consist largely of repeated sequences. In contrast, almost all original genes are
conserved on the X chromosome (Mangs et al., 2007) which is about 155 Mb long. The
pseudoautosomal regions (PAR) PAR1 and PAR2 at the telomeres of respectively the short (p)
and long (q) arms of the Y chromosome, recombines during meiosis with the corresponding
regions of the X chromosome and behaves like autosomes whereas the other part, the male-
specific regions (MSY), behaves differently (see e.g. Skaletsky et al., 2003). The PAR1 is
2.6 Mb and appears important for male fertility in contrast to the much shorter PAR2 of only
320 kb, see Mangs et al. (2007) for a review of the PAR. The MSY comprises 95% of the length
of the Y chromosome and is a mosaic of heterochromatic and euchromatic sequences with the
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latter being divided into three classes: X-transposed, X-degenerate and ampliconic (Skaletsky
et al., 2003). Here it should be noted that the X-transposed sequences in Yp11.2 (referred to as
the X-transposed-region, XTR, by Veerappa et al., 2013), comprising 2 blocks of totally 3.4 Mb,
are 99% identical to the DNA sequences in chromosome Xq21.3 and is a result of duplication
and X-to-Y transpositions occurring after the divergence of the human and chimpanzee lineages
(Skaletsky et al., 2003; Veerappa et al., 2013). However, according to Skaletsky et al. (2003)
there is no X-Y crossover during male meiosis in the XTR.

Biologically, some compensatory mechanism is needed to retain balance between males and
females for genes on X that are lost on the Y. Inactivation of one of the female X chromosomes
early during development seems to be an accepted mechanism resulting in inactivation of one of
the alleles per female locus (Augui et al., 2011). In the main, inactivation is believed to happen
randomly such that approximately half of the female cells have a paternally derived inactive
X chromosome while the other half is maternally derived (Amos-Landgraf et al., 2006). The
genes in PAR1 escape X inactivation whereas at least one gene in PAR2 is subject to both X
and Y inactivation (Mangs et al., 2007). In the XTR some of the genes also escape inactivation,
c.f. Veerappa et al. (2013) who recently suggested the existence of another PAR, named PAR3,
located in the XTR 700 kb from the boundary of PAR1. Generally, Ohno’s hypothesis of dosage
compensation from 1967 (Ohno, 1967; Xiong et al., 2010) have been accepted as the result
of an evolutionary process where X-linked genes show approximately double the expression
of autosomal genes per active allele to compensate for the inactivation of roughly half of the
alleles. Nevertheless, Xiong et al. (2010) suggests that this may be an artefact of the methods used
and that results from RNA sequencing data rejects Ohno’s explanation of dosage compensation
and requests new theories to explain observed between-gender dosage compensation. The
hypothesis of inactivation to achieve dosage compensation was not challenged though—only the
evolutionary model behind.

Analysis of MAOA

MAOA, located on Xp11.3, which was investigated in the suicide study (paper 4) is clearly not
close to the usual pseudoautosomal (PAR1 and PAR2) or the XTR (and PAR3) parts of the X
chromosome. Therefore analysis of the MAOAuVNTR marker may require a different approach
than those usually applied to autosomal loci (Clayton, 2008; Clayton, 2009). Although MAOA
is far from the PAR and XTR one may still pose the question if MAOA belongs to the set of
exceptions? Though earlier reports have suggested the contrary, a study using rodent/human
somatic cell hybrids suggested that MAOA escape X inactivation (Carrel et al., 2005). Also in
a study on mRNA expression in postmortem brain tissues, MAOA methylation ratios for the 3-
and 4-repeat alleles of MAOAuVNTR (referred to as pVNTR in that study) did not correlate with
inactivation ratios and thus called upon an alternative explanation of MAOA dosage compensation
in females (Pinsonneault et al., 2006). Nevertheless, the study by Stabellini et al. (2009)
concluded that MAOA is subjected to X inactivation in normal human fibroblasts.

Under the assumption of inactivation, the effect of the minor allele in males has to be
equivalent to the difference between the two homozygote genotypes in females (Clayton, 2009)
or in other words; male carriers of the minor allele should correspond to female homozygote
carriers (Clayton, 2008). This was done by coding an additive term Ai to be 0 or 2 for male X
chromosomal loci, whereas a corresponding dominance term, Di, was always set to 0. In this
setting, female genotypes were coded as for autosomal chromosomes. We could equivalently
choose to divide female allele counts by two, i.e. Ai ∈ {0,0.5,1} for females and Ai ∈ {0,1}
for males. However, we chose the former parametrisation in paper 4 (Buttenschøn et al., 2013).
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Obviously, only females can contribute to the dominance part, but if one allele is active what is
the interpretation of the dominance effect then? Of course, for homozygous females we know the
allele with certainty whereas for heterozygous females we will have only approximately a 50/50
chance to choose the active allele. If we assume instead that the region (e.g. MAOA) analysed
escape inactivation then male subjects should be coded 0 or 1 for the additive term Ai. In paper 4, a
combined 2 degrees-of-freedom chi-squared test was calculated under both inactivation scenarios
by adding the two 1 degree-of-freedom chi-squared test statistics for the additive and dominance
effects from conditional logistic regressions stratified on gender and age-group.

3.1.5 Haplotype analysis

Haplotype analysis and other multilocus approaches may increase the power to detect disease
association but generally introduce also the problem of determining the gametic phase. If
haplotypes are identifiable, i.e. the phase is (assumed) known or can be guessed with almost
certainty, then the same methods as used for single-markers can be used by treating each
haplotype as if it was a SNP. Usually, the linkage phase of haplotypes cannot be unambiguously
determined and other methods taking this uncertainty into account should be used. An example of
such a method is the score-method by Schaid et al. (2002). For an application we refer to paper 5
(Buttenschøn et al., 2010) where we used a sliding window approach of this score method for
haplotype analyses of two, three and four consecutive markers. The method by Schaid et al.
(2002) has been implemented in the R package haplo.stats.

In papers 1 and 2 we analysed multilocus genotypes and haplotypes, but phase was assumed
known as linkage disequilibrium implies only few haplotypes to be commonly observed using
these markers, see below. However, the validity of the identified haplotypes was also checked by
inferring phased haplotypes from genotypes with the software BEAGLE (Browning et al., 2007).
See section 3.3 for more on BEAGLE and and other imputation methods.

MBL2 haplotypes

As noted in subsection 2.2.1, only seven haplotypes are usually observed from the six SNPs in
MBL2: HYPA, LYPA, LYQA, LXPA, HYPD, LYPB and LYQC. Let us in this subsection refer
to the six SNPs H/L (rs11003125), X/Y (rs7096206), P/Q (rs7095891), A/D (rs5030737), A/B
(rs1800450) and A/C (rs1800451) by by their minor allele: H, X, Q, D, B and C, respectively.
The latter three are positioned in MBL2 exon 1 (see figure 4.1 or Figure 1 in paper 1) and have
never been observed in the same chromosome, i.e. these can be seen as one 4-allelic marker
and explains why the haplotypes can be represented by just 4 alleles. Formally these would
be HYPAAA, LYPAAA, LYQAAA, LXPAAA, HYPDAA, LYPABA and LYQAAC. We code
genotypes and multilocus genotypes by the number of minor alleles, i.e. 0 (M/M), 1 (M/m) and
2 (m/m) with M and m denoting major and minor allele, respectively. Obviously, each individual
carry exactly two of the haplotypes: 0, 1 or 2 of each. Thus, with the 0/1/2, coding the sum of
multilocus genotype codes over the seven possible haplotypes will be exactly two (or missing)
for each individual. Denoting the counts by the corresponding allele or haplotype, the following
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set of seven equations thus must be true:

H = HY PA+HY PD = 2− (LY PA+LY QA+LXPA+LY PB+LY QC) = 2−L
X = LXPA
Q = LY QA+LY QC
D = HY PD
B = LY PB
C = LY QC
2 = HY PA+LY PA+LY QA+LXPA+HY PD+LY PB+LY QC.

A direct calculation now gives that the model for multiple SNPs with a trend parameter for each
of the six single markers

logit(p) = α0 +α1H +α2X +α3Q+α4D+α5B+α6C,

can be re-parameterised to the model containing a trend parameter for each of the seven
haplotypes

logit(p) = β0 +β1LY PA+β2LY QA+β3LXPA+β4HY PD+β5LY PB+β6LY QC,

with
β0 = α0 +2α1
β1 = −α1
β2 = α3−α1
β3 = α2−α1
β4 = α4
β5 = α5−α1
β6 = α6 +α3−α1.

3.2 Simulation of G×E genotypic data
In this section we provide further details on the simulation of samples for the G×E simulation
study (paper 3). To ensure realistic correlation between the SNPs, we based the simulations on
an initial population consisting of 993 unrelated subjects obtained by merging all 11 HapMap3
populations (International HapMap 3 Consortium, 2010) and used phased genomic data from
the HapMap3 database14. Using a Wright-Fisher forward-time simulation with mutation and
recombination, the initial population was then expanded linearly for 500 non-overlapping
generations to obtain a base population of 50,000 individuals. Approximated by the harmonic
mean of census sizes in each generation (Wright, 1938; Crow et al., 1970) the expected effective
population size of the base population was

Ne =
Ngen

∑
Ngen
i=1

1
Ni

= 12,658,

with Ngen=500 and Ni the population size for population i = 1, . . . ,500. To find Ni simply use
Ni = N0 + β i with β = 50,000−N0

Ngen
where N0=993 is the size of the initial population. We note

that Ne=12,658 seems reasonably for the present Caucasian populations. Further details on the
simulation procedure is given in the subsections below.

14ftp://ftp.ncbi.nlm.nih.gov/hapmap/phasing/2009-02_phaseIII/HapMap3_r2/

ftp://ftp.ncbi.nlm.nih.gov/hapmap/phasing/2009-02_phaseIII/HapMap3_r2/
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3.2.1 simuGEMS

We used simuPOP (Peng et al., 2005) for the simulations by writing our own Python scripts.
We will call this modified collection of simuPOP-based Python scripts the simuPOP-based
Gene-Environment Model Simulator (simuGEMS). It is intended for use in a high-performance
computing (HPC) environment and graphical user interface (GUI) functionalities have therefore
been removed from the scripts. In the present study, we used the GenomeDK hub established by
the Genome Denmark project15.

We have been borrowing massively from the scripts described in Peng et al. (2010) and
Peng et al. (2012), which are available as simuGWAS under the menus ”Complete Scripts”
and ”Wiley Book” in the simuPOP online cookbook8. These scripts were then revised to our
needs; specifically we simulated with neutral selection on all SNPs and instead of using trajectory
sampling to ensure specific MAFs of predefined DPLs (see sbsection 2.2.2), we picked at random
among SNPs having a MAF of a certain size in what we refer to as the base population (see
below). We used default values from simuGWAS with respect to mutation rate (1e-8) and
recombination intensity (1e-8). The actual recombination rate is this intensity multiplied by the
physical distance in base pairs between adjacent loci. All non-DPLs chosen for the base sample
serves as background noise but may obviously be associated with disease as a result of linkage
disequilibrium. In principle, any number of non-predisposing genetic and environmental factors
can be simulated and included.

The affection status was generated by use of modified scripts from the simuPOP-based Gene-
Environment iNteraction Simulator v.2, GENS216 (Pinelli et al., 2012). This is used to control
the penetrance while allowing for G×E interaction between up to two DPLs and one disease
predisposing environmental variable (DPE)—and with the possibility to also include epistasis
(G×G interaction). For a number of reasons, we had to correct and revise GENS2 to make it run
(see subsection 3.2.2) and to meet some of the scenarios we have in mind. We extended with
possibilities to choose binomial (including binary) and multinomial DPE distributions, rather
than the Gaussian implemented in GENS2. In principle, the methods described by (Pinelli et al.,
2012) may be used for higher order interactions as well, but we believe that e.g. optimisers have
to be chosen differently if the dimensionality increases markedly. We have not investigated this
practical aspect further though.

To generate case-control samples, we implemented the rejection sampling method used in
simuGWAS (Peng et al., 2010). This sampling was carried out by repeatedly generating offsprings
(one at a time) from the base population by random mating and determining the offsprings
affection status by comparison of the subjects’ disease risk (penetrance) with a random number
from the uniform distribution on the interval [0,1], see subsection 3.2.3. The offspring was then
classified as affected/unaffected if the penetrance was higher/lower than this uniform random
number. Offsprings with a given affection status were rejected if the desired number of subjects
with that affection status was already reached. This rejection sampling algorithm is needed as
the proportion of affected from the base population will usually be too low for random sampling
from the base population to be feasible. Therefore, the original sampling procedure in GENS2
seems inappropriate at least for diseases of low prevalence. Alternatively, a much larger base
population would be needed, but we were unable to do this without increasing the effective
population sizes as well—and thus presumably inducing LD patterns incompatible with present
day human populations. To generate a larger base population without sacrificing the correct

15http://genome.au.dk/
16http://sourceforge.net/projects/gensim/

http://genome.au.dk/
http://sourceforge.net/projects/gensim/
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effective population size, we would need a larger initial (founder) population. Data from the 1000
Genomes Project17 (The 1000 Genomes Consortium et al., 2010) might be a source in this respect,
as could the increasing number of high coverage sequencing data being generated currently in
many studies. In principle any number of non-predisposing genetic and environmental factors
can be simulated and included but we decided to omit this extra source of noise at this time. A
small set of scenarios were chosen by varying MAF and effect size of DPLs, and prevalence and
effect sizes of the DPE. We chose to fix the sample size at 10,000 individuals with 5,000 affected
subjects (cases) and 5,000 unaffected (controls).

3.2.2 Changes made to make GENS2 run
We will here briefly describe the most important changes made to get GENS216 up and running.
The first modification was due to the fact that integrate.Inf no longer exist in scipy. Instead we
used numpy.inf from numpy, which is now a core package of the SciPy Stack18, and corrected
accordingly in the Python script file GensDistribs.py. Another adjustment needed for the scripts
to run were a removal of a comment tag (#) in line 499 (solver=’ralg’) in gens.py and commenting
out instead line 497 and 498. The ralg algorithm is from OpenOpt19 and is used during the
optimisation of epistasis parameters. Furthermore, we had to comment out lines 515, 517 and
518 of gens.py as these caused an ”invalid index to scalar variable” error.

We should note that we modified version 2.0-beta and that a new apparently stable (non-beta)
version 2.3 was made available 22 November 2013. We have not tested if the problems were
fixed but they note that the distribution was tested with the numpy version 1.6.0, scipy version 0.9
and openopt version 0.38. These are rather old versions: numpy version 1.6.0 is from May 2011
(the newest version is 1.8.0 from October 2013); scipy version 0.9 is from March 2011 (current
version is 0.13.3 from February 2014); openopt version 0.38 is from March 2012 (current version
is 0.52 from December 2013). We therefore anticipate, that the problems mentioned above might
still remain in this new version of GENS2.

3.2.3 Penetrance modelling
A mathematical approach named the Multi-Logistic Model (MLM) was suggested by the authors
of GENS (Amato et al., 2010) for calculations of penetrances. The MLM method is applying
a system of logistic functions to describe disease risk in simulated case-control samples, with
different logistic functions for each combination of genotypes. The method is general and allows
in principle any number of DPLs and DPEs, and any order of interaction between these variables.

Using the so-called Knowledge Aided Parameterization System (KAPS) (Amato et al., 2010)
for one DPL and one DPE or KAPS version 2 (KAPS2) (Pinelli et al., 2012) for two DPLs and
one DPE, user input values of certain biological and epidemiological parameters are translated
to the coefficients of the MLM, which corresponds in essence to penetrances of the various
combinations of DPL (multilocus) genotypes as a function of the DPE. The elements consist
of the expected disease prevalence m (the proportion we want in the study sample), the name
(id) of DPLs (one or two), allele frequencies of the DPLs in the base population (calculated
automatically), relative risk (RR) of the high risk homozygote compared with the low risk
homozygote (expected risk ratio), a dominance parameter W ∈ [0,1] , and the parameters of

17http://www.1000genomes.org/
18http://www.scipy.org
19http://openopt.org

http://www.1000genomes.org/
http://www.scipy.org
http://openopt.org
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the environmental variable plus the effect in terms of odds ratio of a one-unit increase in the
exposure for the (two-locus) genotype conferring the highest risk. The dominance parameter
determines the relative risk of the heterozygote genotype as RRW so that W = 0 corresponds to
a dominant model, W = 1 is a recessive model, and otherwise a co-dominant model is obtained.
Over-dominance (W > 1) cannot be modelled at present. Furthermore, if two DPLs are provided,
the models for G×G and G×E needs to be specified and chosen. There are four possible G×E
models to choose from: GEN (no environmental effect), ENV (no genetic effect), GEM (G×E
interaction), ADD (additive model, i.e. no interactions), and we added a fifth: NON (no effects).
Moreover, it is possible to specify a G×G (epistasis) model in terms of percentages variations on
the risk for a maximum of three (out of the nine possible) two-locus genotypes.

It should maybe be noted that the genotype frequencies of each DPL is calculated from the
allele frequencies under the assumption of Hardy Weinberg proportions—this is not noted in
either of the papers describing GENS and GENS2. However, as the simulations use random
mating in non-overlapping generations, this assumption is reasonable.

Let us assume the two DPLs A and B are SNPs with the following genotypes:

ga ∈ GA = {AA,Aa,aa} and gb ∈ GB = {BB,Bb,bb}.

We will assume that a and b are the minor alleles and that these are disease predisposing.
Furthermore, conditional on affection status the DPLs are assumed independent, i.e. not in linkage
disequilibrium. The value of the DPE will be denoted x and its domain will be denoted X . Now
the conditional probability of being affected, i.e. the disease risk, given the two-locus genotype
(ga,gb) and level of exposure x is assumed to be of the following logistic form:

P(affected|ga,gb,x) =
1

1+ exp(α(ga,gb)+β(ga,gb)x)
,

where α(ga,gb) and β(ga,gb) are the parameters that need to be determined for the desired features
to be modeled. Integrating out the DPE, we obtain the total risk given two-locus genotype:

T R(ga,gb) = P(affected|ga,gb) =
∫

X

fE(x)
1+ exp(α(ga,gb)+β(ga,gb)x)

dx,

where fE denotes the density of the DPE (this is denoted PE in Pinelli et al., 2012). In case of a
categorical or discretised DPE with values XE = {x1, . . . ,xk}, this formula would instead be:

P(affected|ga,gb) = ∑
xe∈XE

PE(xe)

1+ exp(α(ga,gb)+β(ga,gb)xe)
,

where PE denotes exposure probability and we assume that ∑xe PE(xe) = 1 is fulfilled.

The integral (or sum) equation above is defining the system of 9 equations that have to be
solved when there are two DPLs, one for each pair of values (α(ga,gb),β(ga,gb)). It is solved
numerically and since the number of equations to solve grows exponentially in the degree of
the included gene-gene interactions, this may become computationally intractable or unsolvable if
higher order interactions between additionally DPLs are considered. Furthermore, restrictions are
needed to avoid infinite solutions (Pinelli et al., 2012) and we will now state those implemented
in GENS2 for each of the possible models.

First, one of the β(ga,gb) coefficients is fixed and denoted βAB. This coefficient which
corresponds to the logarithm of the odds ratio related to a one unit increase of the DPE is to be
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chosen by the user (in the option ’--OR’) as the parameter for the two-locus genotype with highest
risk. Next, all α(ga,gb) are assumed to be non-zero, i.e. α(ga,gb) 6= 0 for all (ga,gb)∈GA×GB. Now
there are five possible models to choose from in simuGEMS:

GEN Genetic effect model (no effect of DPE): β(ga,gb) = 0 and not all α(ga,gb) equal, i.e. there
exists (ga,gb),(gc,gd) ∈ GA×GB such that α(ga,gb) 6= α(gc,gd).

ENV Environmental effect model (no effect of DPLs): α(ga,gb) = α(gc,gd) and β(ga,gb) = βAB for
all (ga,gb),(gc,gd) ∈ GA×GB.

GEM Genetic modulation of environmental effect: α(ga,gb) = α(gc,gd) and β(ga,gb) 6= 0 for all
(ga,gb),(gc,gd) ∈ GA×GB.

ADD Additive polygenic and environmental model: β(ga,gb) = βAB for all (ga,gb) ∈ GA×GB.

NON Null model (which we added—not included in GENS2): α(ga,gb) = α(gc,gd) and β(ga,gb) = 0
for all (ga,gb),(gc,gd) ∈ GA×GB.

Note that the GEM model impose a modelling without main effects of the DPLs. If all β(ga,gb)

equals βAB in GEM this would be the same model as the ENV so an additional reasonable
constraint not stated in Pinelli et al., 2012 is that they are not all equal, i.e. that there exists
(ga,gb),(gc,gd) ∈ GA×GB such that β(ga,gb) 6= β(gc,gd). Finally, the epistasis (G×G) model
needs to be defined in terms of a 3× 3 matrix of changes to the penetrances for each two-locus
combination of the DPL genotypes (for further description see Pinelli et al., 2012).

3.3 Imputation of SNPs
A huge problem for psychiatric genetics and genetics of other complex diseases until recently
have been underpowered sample sizes. Expectations to find loci of major aetiological impact and
corresponding large association effects were never really met. Therefore forces have been joined
by pooling data from various projects to increase the power. However, genotyping technology
is evolving quickly and genetic markers (typically SNPs) investigated in one project may differ,
sometimes largely, from the markers used in other projects. Meta-analysis techniques relying on
test statistics or p-values have also been a way to combine the efforts.

In relation to genetics, the term imputation describes the process of assigning genotypes for
markers that are either not genotyped or missing by other means in the study sample. There are
various reasons why we may want to impute:

1. Obtaining a joint set of genotyped (or imputed) markers across studies and genotyping
platforms to enable combined analyses.

2. Imputing unobserved markers to facilitate comparison with earlier findings and to justify
replication conclusions.

3. Fine-mapping and maybe resolving potentially causal nonsynonymous variants.

4. Expanding the set of markers to increase the power of the study.

5. Last but not least we may use imputation to fill out missing genotypes.

To do this, a reference panel of haplotypes at a dense set of SNPs is used, for example by using
data from the HapMap Project (International HapMap Consortium, 2005; International HapMap
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Consortium et al., 2007; International HapMap 3 Consortium, 2010) or the 1000 Genomes Project
(The 1000 Genomes Consortium et al., 2010). The imputation methods attempt to identify sharing
between reference haplotypes and the underlying haplotypes of the study subjects. This sharing is
then used to impute the missing alleles. Essentially there is a phasing step where the haplotypes of
each individual are modeled as a mosaic of reference haplotypes. Thereafter, missing genotypes
are imputed using the matching haplotypes from the reference set. Of course, with uncertainty
resulting in a probability distribution over all three possible genotypes—and maybe even allowing
that these probabilities do not add up to one, i.e. allowing for a ”missing genotype” category.

We refer to Marchini et al. (2010) for a review of some of the most prevailing imputation
methods in use, including IMPUTE v. 2 (IMPUTE2)20 (Howie et al., 2009), MACH21 (Li et al.,
2010b) and BEAGLE22 (Browning et al., 2007).

In the subsections below we will present some unpublished observations and experiences we
obtained from using IMPUTE2 with the intention to obtain complete data for logic regression
interaction analysis. We decided to use IMPUTE2 for the following reasons:

1. It is fairly fast.

2. It seems to be the most accurate—though differences are small (Marchini et al., 2010).

3. It can impute in specified intervals.

4. It can take two reference panels in the same run.

5. It is possible to let the program choose a ”custom” reference panel for each individual.

The last point means that the program chooses a subset of haplotypes from a larger collection of
reference haplotypes thereby speeding up the imputation while maintaining the better accuracy
from the larger panel (Howie et al., 2011). This algorithm was implemented in the original
IMPUTE2 (Howie et al., 2009) and removes some of the responsibility to choose reference
population (which may not always be obvious) while at the same time choosing from a worldwide
reference panel (see below). Moreover, IMPUTE2 was found to attain higher accuracy than
BEAGLE and even doing so with a shorter computation time (Howie et al., 2011).

As already noted, we have earlier used BEAGLE to check the validity of the haplotypes
in paper 1 and 2. We furthermore have used BEAGLE with some success to impute missing
genotypes (Foldager et al., 2010). Using a posterior probability threshold of 90%, we were able
to recover all missing genotypes for about half of the subjects that had a least one unknown
genotype. Genotypes with maximum posterior probability below 90% remained missing and
subjects carrying these still had to be excluded when using methods demanding complete data,
e.g. logic regression and other machine learning methods. Instead of excluding individuals who
miss at least one genotype it would be better if the full information could be used. Decreasing
the posterior probability threshold would of course also increase the sample size but this would
be at the expense of lowering the genotyping quality and therefore the reliability of the results.
Some downstream analysis methods use genotype posterior probabilities as input in place of
the genotypes, and this is probably the most efficient way to use the information obtained from
imputation.

20http://mathgen.stats.ox.ac.uk/impute/impute_v2.html
21http://www.sph.umich.edu/csg/abecasis/MACH/
22http://faculty.washington.edu/browning/beagle/beagle.html

http://mathgen.stats.ox.ac.uk/impute/impute_v2.html
http://www.sph.umich.edu/csg/abecasis/MACH/
http://faculty.washington.edu/browning/beagle/beagle.html
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3.3.1 The problem of missing genotypes

If we are only testing single-markers it is not a big problem to miss out a few individuals.
However, when using e.g. machine learning methods complete data is a demand. That is,
we would have to discard individuals for which genotypes are missing for at least one SNP
among the markers investigated. To show how big a problem this may be, let us consider
data from the Danish Genomic Medicine for Schizophrenia (GEMS) project (Hollegaard et al.,
2011). Genotyping was carried out using the Illumina Infimum HD Human610-Quad BeadChip
platform, and after quality control procedures (QC) a total of 527,847 autosomal SNPs were
genotyped in 1,775 individuals. The subjects either had a diagnosis of schizophrenia in the
Danish Psychiatric Central Register (Mors et al., 2011) or were time-matched controls without
schizophrenia records at least until the time of the first diagnosis for the patient. For each SNP,
genotypic data was missing for an average of 3-4 subjects (0.19%), and only 82,382 (16%) of the
SNPs were completely observed for all subjects. The QC ensured that the maximum proportion
of missing genotypes per SNP was 1.0% (18 individuals). Correspondingly, each subject missed
on average 0.19% of the SNPs (≈ 1006) and everyone had at least 19 SNPs (0.0036%) with
unobserved genotypes. Only 268 (15%) of the individuals were missing genotypic data for less
than 100 SNPs, whereas the worst case (after QC) missed genotypes for not less than 16,820
SNPs, i.e. a proportion of 3.2%. Thus, if we were to include only persons with completely
observed genotypes, none would be left for analyses.

3.3.2 How should the reference panel be chosen?

To impute genotypes for unobserved markers, we need a reference panel of phased haplotypes
for which both these, and a reasonably amount of overlapping markers, have been genotyped.
The most commonly used reference panels so far have with no doubt been HapMap
samples (International HapMap Consortium, 2005), especially HapMap2 (International HapMap
Consortium et al., 2007) and HapMap314 (International HapMap 3 Consortium, 2010). However,
it is likely that the haplotypes from the 1000 Genomes Project (The 1000 Genomes Consortium
et al., 2010) will now be used increasingly frequently. For the imputation of the GEMS data (see
subsection 3.3.1), we decided to use HapMap3 release 2 as the reference—the main reason being
that it was available on the IMPUTE2 web site with positions from the same build (NCBI36) as
our data.

HapMap3 contains data from the following population samples: African ancestry in
Southwest USA (ASW); Utah residents with Northern and Western European ancestry from the
CEPH collection (CEU); Han Chinese in Beijing, China (CHB); Chinese in Metropolitan Denver,
Colorado (CHD); Gujarati Indians in Houston, Texas (GIH); Japanese in Tokyo, Japan (JPT);
Luhya in Webuye, Kenya (LWK); Mexican ancestry in Los Angeles, California (MEX); Maasai
in Kinyawa, Kenya (MKK); Toscans in Italy (TSI); Yoruba in Ibadan, Nigeria (YRI). So should
we use the CEU sample because we expect this to match Danish ancestry best? Using older
versions of e.g. IMPUTE the answer would probably be yes. But with the implementation of the
algorithm by Howie et al. (2011) in current newer versions of IMPUTE2, the answer is to use the
full set of haplotypes from all 11 populations and let the program decide which subset of these
are optimal to use for each subject.
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3.3.3 Issues regarding strand alignment.
Another issue is that the genotypes are expressed relative to the ’+’ or ’-’ strand of the human
genome reference. Obvious problems arise if e.g. a SNP with alleles A and G relative to the ’+’
strand in the reference should be used for imputation in a study where this SNP was genotyped
relative to the ’-’ strand, i.e. having T and C alleles. This is handled either by making sure that
reference and study samples are relative to the same strand or by submission of a file with strand
information to the algorithm (there is an option for doing so in IMPUTE2). A strand file to
be used for IMPUTE2 simply contains two columns: first column being the position (from the
relevant build) and the second column should contain ’+’ or ’-’. As positions are only unique
within chromosome, it is necessary to use separate strand files for each chromosome.

During the imputation of the GEMS data (which was called to the ’+’ strand) we got some
error messages about mismatching alleles which we had to deal with. The reference files should
have been aligned to the ’+’ strand though a few conflicts might be expected (Bryan Howie,
personal communication, July 2012). Using a strand file23 which was generally in agreement
with the genotyped alleles, we observed the following differences:

• 140 cases where the strand file suggested ’-’ strand but with same alleles as in the reference.

• 418 cases where the strand file said ’+’ but disagreed with the reference on alleles.

• 45,905 SNPs on the chip were not in the reference.

• 1 SNP was not in the strand file but was in the reference.

• 8 SNPs were neither in strand nor in reference.

• 1 SNP had different alleles in the strand file than in our genotypes (and it was noted as 3-4
allelic in databases).

The question was of course if these disagreements were due to errors in the strand files,
reference files, study genotypes or a combination. Generally, however, the software was able to
decide the strand correctly during imputation except for A/T and G/C SNPs. The problem here
being that A is complementary to T and G is complementary to C, i.e. it is never really possible to
tell from the genotypes. The usual workaround this seems to be to exclude these SNPs (or include
them and accept that there may be errors). Since we also discard a number of SNPs during QC,
this is probably not a big issue. Our layman solution to the strand issues was to revise the strand
file according to the following:

• ’+’ strand if study alleles equal reference alleles, and changing ’-’ to ’+’ in the strand file
if needed.

• ’-’ strand if study alleles agree with strand file alleles but disagree with reference alleles,
i.e. changing ’+’ to ’-’ in the strand file if needed.

• Use strand file for SNPs which were not in the reference sample, except for a very few
disagreements for which we updated with info from the UCSC4 Genome Browser.

3.3.4 Speeding up computations.
It is a computer intensive task to impute, so let us close this section with some practical
considerations concerning computation time and ways to speed it up. To get an idea of

23http://www.well.ox.ac.uk/~wrayner/strand/

http://www.well.ox.ac.uk/~wrayner/strand/
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computation time we note that it took almost 2 hours24 to impute a 5 Mb region (a chunk) on
chromosome 22 with 906 genotyped SNPs (851 of which were in the reference) and further 1562
SNPs only in the reference panel. Scaling this up to a whole genome level means that it would
take 1-2 month to complete imputation if we processed one chunk at a time. However, using a
large cluster of computers this may be done for many chunks simultaneously and taking this to
the limit, 35–40 nodes with 16 cores each should be enough to calculate the whole genome for
the GEMS data in one go using approximately 2 hours (maybe faster depending on hardware)
instead of almost 2 months.

Moreover, IMPUTE2 is well suited for this parallelisation as the accuracy of the algorithm is
higher over short regions and actually the recommendations (and default settings) is to use chunk
sizes of maximum 5 mega bases (Mb) and a 250 kb buffer zone on each side to prevent edge
effects (Howie et al., 2011).

Another way to speed up imputation is to use a so-called pre-phasing step (Howie et al.,
2011). The basic idea of this is to ”pre-phase” the study genotypes to produce best-guess
haplotypes, and then impute into these estimated haplotypes in a separate program run. In contrast
to this, the original IMPUTE2 method integrates over the unknown phase of the study data. Pre-
phasing leads to a small loss of accuracy since the estimation uncertainty in the study haplotypes
is ignored, but this allows for very fast imputation. This speedup is especially important because
modern reference collections (such as those from the 1000 Genomes Project) are frequently
updated and expanded, so that many investigators would benefit from ”re-imputing” their datasets
following each reference panel update. The pre-phasing step needs to be performed just once
per study dataset, so re-imputing is computationally cheap. On the other hand, if a cluster of
computers is available for the imputation, then it may not be worth trading accuracy for time.

3.4 Correction for multiple comparisons

Whenever doing statistical testing, it is important to be aware of the risk that conclusions drawn
from the tests may be wrong. In principle we operate with two types of errors (type I and type II)
as indicated by the confusion matrix in figure 3.1.

H0 accepted  H0 rejected 

H0 is true 
1-a 

Sensitivity 
a 

Type I error 

H0 is false 
b 

Type II error 
1-b 

Specificity 

Chosen level of 
significance 

Power of the 
study 

Figure 3.1 Confusion matrix. The table shows the two types of errors, type I and type II,
considered when testing a null hypothesis. When the significance level (tolerated type I error
rate) is chosen, the type II error rate depends on the design (e.g. sample size) and outcome (e.g.
effect size).

24Microsoft Server 2008, dual-core Intel 64 Family 6 Model 44 Stepping 2 GenuineIntel 1̃594 Mhz,
144 Gb RAM
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If m independent tests are made simultaneously under the same null hypothesis (e.g. no
association) there will be a probability of

P(at least one type I error) = 1−P(no type I errors)

= 1−P(no type I error in each test)m

= 1− (1−P(type I error in each test))m = 1− (1−α)m

to make at least one type I error and thus concluding wrongly that an association is significant,
i.e. a false positive conclusion. The collection of tests is known as the family of tests and the
probability P(at least one type I error) is called the family-wise error rate (FWER) (see e.g.
Shaffer, 1995).

The problem is that we choose the significance level α ∈ [0,1] (typically 0.05) to be the risk
we are willing to take of making this false conclusion, but 1−(1−α)m ≥ α and it is equal only if
α = 0, α = 1 or m = 1. It is easy to see that if 0 < α < 1 then 1− (1−α)m converges to 1 when
m becomes large, see figure 3.2. Under the assumption of independent tests the sum of rejections
is binomially distributed bi(m, p) with p = P(H0 rejected). Under the null hypothesis, p = α and
the mean number of false rejections will be m ·α (see figure 3.2).
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Figure 3.2 Type I errors. The green curve shows the risk of at least one type I error (false
rejection) as a function of the number of simultaneous independent tests under the assumption
of a true null hypothesis and with a significance level chosen to be 0.05. The blue curve is the
corresponding expected number of false rejections (false positive).

Clearly, the risk of at least one false discovery converges very quickly to 1 and the expected
number increases linearly. Thus, if we calculate 500,000 single-marker tests from a GWAS and
assumes (wrongly) that these tests are independent, we should expect 25,000 false discoveries.
The quick and dirty (but easy to remember) trick to control FWER is simply to divide α by the
number of tests, i.e. to determine significance at a threshold of α/m. This is known as the (simple)
Bonferroni correction and it may be very conservative (too few rejections). Corresponding
adjusted p-values are calculated simply as the minimum between 1 and the original p-value
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multiplied by the number of tests. There are various other versions of Bonferroni corrections (see
e.g. Shaffer, 1995) but they are all conservative if the tests are dependent e.g. due to LD between
genetic markers. Attempts have been made to compensate for this conservatism by calculation
of an ”effective” number of tests (e.g. Nyholt, 2004), i.e. determining a corresponding number of
independent tests to control for in Bonferroni-type corrections.

In paper 5 correction for multiple testing was considered by Hommel’s method of controlling
the family-wise error rate (Hommel, 1988), which is more powerful (Shaffer, 1995) than simple
Bonferroni correction. In paper 1 and 2, to account simultaneously for the nine different SNP
and haplotype association tests, permutation adjusted p-values were calculated using a step-down
maximum-statistics approach corresponding to the algorithm from Box 2 in Dudoit et al. (2003).

Another method, which has become fairly standard in genetics, is to use the false discovery
rate (FDR) that was introduced by Benjamini et al. (1995) and provides a less stringent and
potentially more powerful alternative to Bonferroni strategies, by controlling the proportion of
wrong rejections of the null hypothesis rather than controlling for no rejections. In short, FDR
corrections have greater power at the expense of increased type I error rates (Benjamini et al.,
1995; Shaffer, 1995).

Permutation testing is probably the gold standard and would solve the problem attributed to
dependency between tests. It may however be computationally infeasible and, furthermore, for
interaction analyses it may be difficult to define or decide on an appropriate null hypothesis under
which permutations can be done. Obtaining permutation-based p-values for single-marker tests
in a case-control design can be done by the following steps:

1. Calculate a test statistic using the observed data, Tobs ≥ 0 say.

2. Shuffle case-control labels, i.e. draw each subjects affection status without replacement
from the pool of labels (case/control).

3. Calculate the test statistic for this permuted data set, Tperm.

4. Repeat 2 and 3 a large number of times, B.

5. Calculate the permutation-based p-value Pperm as

Pperm =
1

B+1

B

∑
b=0
1{Tperm,b ≥ Tobs},

where 1 is the indicator function which is one if the statement in the parenthesis is true,
and zero otherwise, and Tperm,0 = Tobs.

3.5 The Landscape Method (paper 6)
A motivating example for the Landscape method of summarising sequentially ordered tests (or,
generally, stochastic variables) was given in subsection 1.1.7 and figure 1.1. This example
corresponds to the first 20 positions of the example in Section 2.1 and Figure 1 of paper 6.
Paper 6 is rather technical and the results are general, with the intention to be useful for other
fields than SNP-based association studies. In the present section we will convey the ideas and
measures by going through the results for the motivating example. The more technical details
can be found in paper 6 with proofs of theorems, propositions and other theoretical claims in the
Appendix. Details on a Python implementation of the method are expected to be available in the
submitted version of the paper together with simulation results. An R implementation (in terms
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of scripts), that can be used for most parts of the method, is shown in appendix A.2. These R
scripts were used both for the real data example (see section 2.1.7 and Section 4 in paper 6) and
for the calculations shown in the present section.

3.5.1 The landscape and its segments
We consider a consecutive sequence of random variables Z1,Z2, . . . ,ZK . The values of Zk is shown
above or under the points in figure 1.1 and in the extended version in figure 3.3 which include the
segments defined below. The path or landscape is the accumulated sum

Ak = max{0,Zk +Ak−1}, k = 1,2 . . .K,

with A0 = 0 (see (2.4) in paper 6). Furthermore we set AK+1 = 0 to enable some later definitions—
but A0 and AK+1 are not marked in the plot. Note that in the paper, {1,2, . . . ,K} is defined more
generally as a finite or infinite index set K but we will only consider finite sets here. Nevertheless,
it is handy to refer to {1,2, . . . ,K} by K and we will do so.
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Figure 3.3 Landscape and maximal segments for the motivating example. The coloured
bars indicate: independent segments (red), dependent segments (blue), and all segments (green).
The union of independent and dependent segments constitutes the maximal segments of the
sequence.

Let Unm be partial sums of Zk’s (see (2.1) in paper 6):

Unm =
m

∑
k=n

Zk, 1≤ n≤ m ∈K.

To give just a few values from the motivating example: U3,5 = 3, U9,12 = 1 and U13,13 =−1.

We define a segment (Definition 2.2 of paper 6) to be a closed interval [n,m] for which Unk > 0
and Ukm > 0 for all values of k in the interval. An examples of a segment in figure 3.3 is [3,5]
because U3,3 = 1 > 0, U3,4 = 2 > 0, U3,5 = 3 > 0, U4,5 = 2 > 0 and U5,5 = 1 > 0.

In the special case where, as in the motivating example, Zk ∈ {−1,1}, it follows that for
segments [n,m] of length m− n+ 1 ≤ 4 all corresponding variables Zk must be 1. To see this
observe first that for all segments [n,m] the definition requires Zn > 0 and Zm > 0. Secondly, as
also Zn +Zn+1 > 0 and Zm−1 +Zm > 0 and Zk ∈ {−1,1} we see that Zn+1 = 1 and Zm−1 = 1. But
then Ui j > 0 for all i ∈ [n,m] and all j ∈ [n,m] and the requirements of the definition (Definition
2.2 of paper 6) are fulfilled. In the motivating example this means (and is easy to check) that [3,3],
[3,4], [4,4], [4,5] and [5,5] are also segments. If m− n+ 1 > 4 we also see that Zn+2 and Zm−2
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are the first variables in the sequence Zn, . . . ,Zm that may be −1. Note that for general variables
Zk only Zn and Zm are also guaranteed to be segments, see also Figure 1 of paper 6.

Given a segment, it seems natural to ask if it is possible to widen it without destroying the
requirements for it to be a segment. Thus we define a maximal segment to be a segment which
is not contained by another segment, i.e. a segment that cannot be enlarged. In the example just
given [3,5] is such a maximal segment because U2,2 = Z2 = −1 < 0 and U6,6 = Z6 = −1 < 0
so if we extend the interval to either of the sides, it will no longer be a segment according to
Definition 2.2. In figure 3.3 the red and blue bars show all maximal segments of the sequence. In
subsection 3.5.2 we give a recursive algorithm that can be used to find all maximal segments of
the sequence. The partial sum Unm is used as the score of a maximal segment [n,m], i.e. the score
of [3,5] is 3.

3.5.2 Recursive algorithm for finding maximal segments
Equation (2.5)-(2.7) in Section 2.3 of paper 6 presents an algorithm to find all maximal segments
of the sequence. The segments found by this algorithm are disjoint (non-overlapping and non-
adjacent) and we show (Proposition 2.9 in paper 6) that the maximal segments are precisely the
segments found by the algorithm.

We start by defining a section to be an interval Si = [si0, ti0] between a start point si0 > ti−1,0
and a termination point ti0 ≥ si0 (i = 1,2, ..., I), with t00 = 0. Here starting points si0 are defined as
the first time Zk > 0 (and thus Ak > 0) after last termination point ti−1,0, and termination points are
defined as the last point after si0 where Ak > 0, i.e. Ati0+1 = 0 (see (2.5) in paper 6). Thus Ak > 0,
for all k ∈ Si, i.e. a section is an interval where the landscape is above sea level so to speak. In the
motivating example s1,0 = 3 and t1,0 = 13, i.e. [3,13] is a section. Continuing, s2,0 = 17, t2,0 = 17,
s3,0 = 19 and t3,0 = 20 (since A21 = 0 by definition), i.e. [17,17] and [19,20] are also sections.

For completeness we should note that if Zk > 0 for at least one k then there is at least one
section, at least one segment, and thus at least one maximal segment, otherwise there are none. It
is therefore natural to require that Zk can take both positive and negative values. In the motivating
example this requirement is fulfilled as Zk ∈ {−1,1}

In connection to the sections we define a maximum score Yi0 = max{Ak | k ∈ Si} in each
section and an index ei0 = min{k ∈ Si | Ak = Yi0} of the first time this maximum is obtained (see
(2.6) in paper 6). Returning to the motivating example: the maximum score of S1 = [3,13] is
Y1,0 = 3 obtained first time for e1,0 = 5; maximum score Y2,0 = 1 of S2 = [17,17] is obviously
only obtained once and e2,0 = 17; and the maximum score Y3,0 = 2 for S3 = [19,20] is obtain first
and only time in e3,0 = 20.

The values si0, ti0, Yi0 and ei0 initiates the recursion for j > 0 given in (2.7) of paper 6. Note
that the recursion is run separately for each section i = 1, . . . , I, i.e. i is a fixed number in this
recursion:

si j = min{k ∈ Si | k > ei, j−1,Ak > Ak−1},
ti j = min{k ∈ Si | k ≥ si j,Asi j−1 ≥ Ak+1},
Yi j = max{Ak | k ∈ [si j, ti j]},
ei j = min{k ∈ [si j, ti j] | Ak = Yi j}.

The recursion stops the first time si j is not defined, i.e. when either ei, j−1 = ti0 or si j = /0 because
Ak ≤ 0 for all k > ei, j−1. That is, the recursion stops when we have traversed all elevated parts of
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the landscape within the section. From these we get the intervals [si j,ei j] which can be seen to be
segments according to Definition 2.2—see the argument just before Definition 2.8 in paper 6.

Calculating these for S1 in the motivating example we find: s1,1 = 8, t1,1 = 13, Y1,1 = 3,
e1,1 = 9; s1,2 = 11, t1,2 = 12, Y1,2 = 3, e1,2 = 11. That is, we find three intervals in S1: [3,5],
[8,9] and [11,11]. For i = 2,3 we see that ei0 = ti0 so there are no further intervals than [17,17]
respectively [19,20] to be found.

Now the first segment of Si is called the independent segment of this section (Definition 2.8 of
paper 6) and remaining segments of Si are called dependent segments. In the motivating example
[3,5], [17,17] and [19,20] are independent segments whereas [8,9] and [11,11] are dependent
segments.

We have already noted that [3,5] is a maximal segment with score Y1,0 = 3. That this holds in
general for the intervals found by the algorithm is the content of Proposition 2.9 in paper 6. This
proposition furthermore states that the scores of the dependent segments depend on the score of
the independent segment of Si, in the sense that these scores are not larger than the score for the
corresponding independent segment. This also holds for the motivating example, see the numbers
above. In figure 3.3 (and Figure 1 of paper 6) we have shown all segments (green bars) below the
x-axis, and the independent (red bars) and dependent (blue bars) maximal segments are indicated
on the x-axis.

3.5.3 Evaluation of the signal
The approximate distributional properties of the scores Yi0 are shown in Section 3.1 of paper 6
in the case where Zk is a sequence of independent random variables. To proof the results,
aggregation in the opposite direction (from 20 to 1 in the motivating example) is needed. These
results are indicated in Section 2.4 of paper 6, and the landscape and maximal segments obtained
by this can be seen in Figure 2 of paper 6. One may notice by comparing Figure 1 and Figure 2 of
paper 6 that the maximal segments are the same but which of them are independent and dependent
vary with direction. Nevertheless, since we do not expect the independence assumption to be valid
when we consider tests of genetic markers, we will not go into the case of independent variables
here.

The situation with non-independent random variables is treated in Section 3.2 of paper 6
where two approaches are given. Approach 1 requires some homogeneity in distribution across
the sequence which may be obtained if (Z1, . . . ,Z|K|) forms a stationary sequence, i.e. if the
distribution of any sub-sequence (Zk,Zk+1, . . . ,Zk+ j) does not depend on the location k. However,
this assumption is unlikely to be true for most collections of genetic markers.

In the general case (Approach 2 in Section 3.2 of paper 6) we let Y (k) = Yi j for k ∈
[si j,ei j] (i.e. for k in a maximal segment, see subsection 3.5.2) and Y (k) = 0 otherwise (k
outside maximal segments). Let us consider the motivating example to grasp this. Here Y (k)
is 0 for k ∈ {1,2,6,7,10,12,13,14,15,16,18}, 1 for k = 17, 2 for k ∈ {19,20}, and 3 for
k ∈ {3,4,5,8,9,11}.

Now to evaluate the significance of the scores we apply a bootstrap procedure to get B
bootstrapped samples of the data (Zb

1 , . . . ,Z
b
|K|), b = 1, . . . ,B. This procedure will generally

depend on the data but in the usual setting of association studies (case-control data), this may
be done by shuffling the affection (case/control) status. For each bootstrap sample we find the
maximal segments using the recursion (subsection 3.5.2) and obtain Y b(k) as just described for
each position in each sample. We then obtain the following approximation of the distribution for
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Y (k) (see (3.13) in paper 6):

P(Y (k)≥ y)≈ 1
B+1

B

∑
b=0

1(Y b(k)≥ y),

where b = 0 denotes the original sample. That is, to obtain a p-value for position k we simple
calculate the proportion of bootstrap samples for which the bootstrap score Y b(k) is at least as
extreme as the observed score.

This makes sense since if {Y 1(k)≥ y}, . . . ,{Y B(k)≥ y} is a series of independent identically
distributed events then ∑

B
b=0 1(Y b(k) ≥ y) ∼ bi(B+ 1, p) and thus E[ 1

B+1 ∑
B
b=0 1(Y b(k) ≥ y)] =

p = P(Y b(k)≥ y). Therefore 1
B+1 ∑

B
b=0 1(Y b(k)≥ y) is an unbiased estimator of p and will by the

law of large numbers approximate this probability. From the central limit theorem it follows that
1

B+1 ∑
B
b=0 1(Y b(k)≥ y)≈ N(p, p(1−p)

B+1 ). So the precision increases (standard deviation decreases)
in order of 1/

√
B+1. The only problem remaining is then to draw the samples such that Y b(k)

has same distribution as Y (k).

The p-value obtained by this bootstrap procedure is a value that indicates the significance
of the point being in a maximal segment. We notice that bootstrap p-values equals 1 for all k
outside maximal segments of the observed sample, since for these points Y (k) = 0 ≤ Y b(k) for
all b = 1, . . .B. So the results are only non-trivial for positions inside these maximal segments.

For the motivating example, we can simulate new samples of same size as the original data
under the null by simply drawing from {−1,1} with replacement. Alternatively, we can shuffle
the signs of Zk’s which corresponds to drawing samples from {Z1, . . . ,ZK} without replacement.
As a third alternative, we can do real bootstrapping where we again sample from {Z1, . . . ,ZK} but
now with replacement (Davison et al., 1997). To get an idea of the difference and accuracy of the
approximation we ran the bootstrap procedure 100 times for each of these three variants using
B = 999 bootstrap samples in each run. The results for positions in maximal segments are shown
in table 3.3

Finally, we may calculate a Bonferroni corrected threshold of significance for multiple
testing by dividing the significance level α with the mean number of maximal segments as
approximated by the average number of maximal segments in the permutation-samples. We
find the following average (and confidence limits) over the 100 repetitions of the mean number
of maximal segments: 4.893 4.903 4.913, 4.406 4.415 4.425, 4.175 4.185 4.195 for the simulated, sign
shuffled and bootstrapped version, respectively. So the corresponding thresholds for significance
would be 0.0102, 0.0113 and 0.0119. This should be compared to the threshold of 0.0025 that
would result from correction for 20 tests.

Concerning the different ways of making bootstrap samples it appears that simulating under
the null, results in the lowest p-values but to be judged also at a slightly lower threshold. The
most obvious difference is that the shuffling of signs retains the number of negative and positive
values, whereas the simulation procedure on average will draw equally many −1 and 1. The
bootstrapping procedure will on average maintain the proportion of −1 and 1 but the proportion
will vary from sample to sample.

3.6 Machine learning methods
Machine learning methods are algorithms that are able to improve their performance of certain
tasks by use of the available data (see e.g. Meyfroidt et al., 2009). In one of the earliest studies
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Table 3.3
Bootstrap p-values for the motivating example. The average with 95% confidence limits
calculated by the normal approximation (L95 mean U95) of 100 repetitions of permutation-based
p-values for the motivating example by use of three different bootstrap procedures: simulating
a random sequence of {−1,1} values (Simulate); random sampling without replacement
corresponding to shuffling signs (Shuffle); random sampling with replacement, i.e. ordinary
bootstrapping (Bootstrap). The results are only shown for positions in maximal segments ([3,5],
[8,9], [11,11], [17,17] and [19,20]) as permutation-based p-values are otherwise fixed at 1.

Position Simulate Shuffle Bootstrap

3 0.22 0.223 0.225 0.252 0.255 0.258 0.334 0.336 0.339

4 0.237 0.24 0.243 0.276 0.279 0.282 0.364 0.366 0.369

5 0.267 0.27 0.273 0.305 0.308 0.311 0.403 0.406 0.409

8 0.295 0.298 0.302 0.343 0.346 0.35 0.452 0.455 0.458

9 0.306 0.309 0.312 0.354 0.357 0.361 0.467 0.47 0.473

11 0.317 0.319 0.322 0.366 0.37 0.373 0.48 0.483 0.486

17 0.473 0.476 0.479 0.486 0.488 0.491 0.548 0.552 0.555

19 0.377 0.38 0.384 0.38 0.383 0.386 0.45 0.453 0.457

20 0.297 0.3 0.303 0.328 0.331 0.334 0.408 0.411 0.414

of the principles of machine learning, Samuel (1959) use the game of checker to investigate how
to program a digital computer such that it behaves in a way that seemingly correspond to the
process of learning seen in living organisms, e.g. humans. A definition of machine learning from
this paper could be: A technique of programming computers to learn from experience and thereby
eliminating much of the need for more detailed programming.

Machine learning may be seen as a subfield of the larger branch of computer science known
as artificial intelligence, i.e. concerning development of systems and software that are able to
learn from experience. It is to some extent confused with the term data mining, possibly because
of a great overlap of the methods used. However, where data mining targets on the discovery
of new properties, machine learning is often more devoted to prediction on basis of properties
learned from some training data.

Machine learning is usually categorised as supervised learning typically used for prediction,
and unsupervised learning used for descriptive tasks where the target is unknown and the goal is
to describe regularities or structure of complex data, and e.g. cluster subgroups that are similar
in some perspective. Many different types of algorithms exists: decision trees (classification and
regression trees), random forests, artificial neural networks, genetic algorithms and programming,
Bayesian networks, support vector machines, Gaussian processes, fuzzy logic etc.

In the study presented in paper 3, we used a version of the popular machine learning and data
mining method MDR, model-based MDR (MB-MDR) (Calle et al., 2008), and a version of the
machine learning method logic regression (Ruczinski, 2000; Kooperberg et al., 2001; Ruczinski
et al., 2003), logic feature selection (logicFS) (Schwender et al., 2011b).
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3.6.1 MB-MDR
The multifactor dimensionality reduction (MDR) method was introduced by Ritchie et al. (2001)
to improve identification of higher order interaction between genetic markers and/or other factors
in disease association analysis. The method is nonparametric and do not make assumptions on
the genetic penetrance model, i.e. it is model-free. The basic idea of MDR is to pool multilocus
genotypes into two groups: a high-risk and a low-risk group. This way the dimensionality is
reduced from the number of factors to just one dimension, the new high/low factor. In the original
method the ability of this new factor to classify and predict disease status is evaluated by cross-
validation and permutation testing. For an overview of this procedure and a review of the classical
version of MDR we refer to Motsinger et al. (2006). Updated Java-based software for this method
exists25 and the method have also been implemented in R (Winham et al., 2011) as the package
MDR.

As noted above, we decided to use the MB-MDR approach proposed by Calle et al. (2008)
which was found to generally have higher power than MDR, especially in situations with presence
of genetic heterogeneity and phenocopies where MDR tends to have less success (Calle et al.,
2008; Cattaert et al., 2011). Some of the limitations of the classical MDR are listed in Calle
et al. (2008) and handled by the MB-MDR method which furthermore should be computationally
more efficient. The improvements include the possibility to adjust for main effects. MB-MDR
was first implemented and used for case-control studies, i.e. binary traits, but later extended to
quantitative traits (Mahachie John et al., 2011) and censored traits (Van Lishout et al., 2013).
The principal difference between MB-MDR and classical MDR is that MB-MDR only merges
genotype combinations that show significant evidence of high or low risk. The remainder, i.e.
combinations with no evidence or insufficient sample size, are merged into a third category. MB-
MDR thus pool multilocus genotypes into three groups rather than two groups as in MDR. The
idea is to avoid noise from combinations (cells) that are not important for the association effect
either due to power issues from small counts or low effect size, or because the null is true.

The procedure of MB-MDR consists principally of three steps, see Figure 1 of Cattaert et al.
(2011). In step 1, all possible combinations of the k factors (k = 1,2, . . .) are represented in the
k-dimensional (k-D) space and each cell is tested for association with the trait. The choice of test
depends on the trait type and may as such also be parametric or nonparametric. In step 2, the
p-values for the test statistic calculated in step 1 are thresholded against some reference critical
value pc which is set to 0.1 per default in the available software (see below) as recommended
by Cattaert et al. (2011) and also applied in Calle et al. (2008). In essence, for a binary trait,
a threshold of 1 resembles the classical MDR, c.f. Cattaert et al. (2011). Cells with p < pc are
then classified as high risk (H) or low risk (L) depending on the direction of the effect, whereas
cells with p≥ pc are classified as no risk evidence (O). In practice (i.e. in the software) a second
threshold (the ’--m’ option with 10 as default) defines a minimum group size (cases+controls for
a disease trait) for which it is statistically relevant to calculate a test statistics and a p-value. Cells
with a group size less than this second threshold is classified as O. As in classical MDR, we obtain
a considerable reduction of dimensionality by use of this new one-dimensional three-levelled
categorical variable. To give an example, if we search for 3-way interactions between SNPs then
for each combination of 3 SNPs, we would go from a 3-D 27-celled cubic matrix problem to the
much simpler 1-D vector of length 3. Now (still in step 2) a second round of association tests
is calculated for these ’HLO’ vectors and again the method allows for different testing strategies
(Calle et al., 2008; Cattaert et al., 2011). In step 3, the significance of the test statistics from step
2 are determined with correction for multiple correlated tests. In Calle et al. (2008) the statistic

25http://sourceforge.net/projects/mdr/

http://sourceforge.net/projects/mdr/
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used is a Wald test which is assessed in permutation-based null distributions. In Cattaert et al.
(2011) resampling-based step-down maxT adjusted p-values (Westfall et al., 1993) are calculated
where the statistic (for a binary trait) is the maximum of 1, 2 or 3 one degree-of-freedom χ2-test
statistics calculated for association with the H category versus L and/or association with the H
category versus L/O (L and O pooled) respectively association with L versus H/O.

The MB-MDR method have been implemented in R (Calle et al., 2010), the package mbmdr,
but we preferred the C++ implementation (Cattaert et al., 2011) which now includes the efficient
implementation of the multiple testing algorithm MAXT by Van Lishout et al. (2013). A faster
algorithm (speedMAXT) has been available since version 4.0.1 of the software26. The speedMAXT
algorithm have not been published yet but the idea is to trade a slightly higher false-positive rate
for time (personal communication, François van Lishout, January 2014). The statistic currently
used by the programme is the maximum of the two tests H vs L/O and L vs H/O—in the earliest
version (2.7.5) available from the web page it was possible also to choose the H vs L technique
which is the method used in the mbmdr R package. A couple of other variants for multiple
test adjustment are available for the 2-D case, e.g. the classical minP step-down permutation
algorithm (Westfall et al., 1993). During our trials using the software, we encountered a few
minor bugs which we communicated to the main author of the software F. van Lishout. These
have all been solved in the newest version (4.1.0). The software includes the useful and efficient
opportunity to run parallel workflow both for the MAXT algorithm and to an even greater extent
for the speedMAXT algorithm. It currently handles interactions up to 3-D (k-D, k ∈ {1,2,3}), i.e.
single-markers, 2- or 3-way interactions, and can be used both for binary, continuous and time-
to-event (censored) traits. The mbmdr R package does not have a limit as such on the dimension
but we guess that things like memory limitations will have an impact on this—depending also
on the number of SNPs to be searched. Using the parallelised workflow of MAXT, Van Lishout
et al. (2013) were able to search for all SNP-SNP interactions (2-D) in 100,000 SNPs and 1000
individuals within reasonably time, and with the implementation of speedMAXT there may be
hope for full scale genome-wide interaction studies to be reachable. An option (’--f’) makes it
possible to run for example all 3-way interactions between 1 (fixed) environmental factor and all
possible SNP-SNP combinations. Obviously, this is much faster than searching also through all
possible 3-way interactions between the SNPs and the multiple comparison issue will be (many)
orders of magnitude smaller. To exemplify: with 100 SNPs and 1 environmental factor there
would be 166,650 3-way interactions but only 4,950 includes the environmental factor. For
the adjustment of main effects it is possible to choose co-dominant or additive coding of the
genotypes (or no adjustment). Mahachie John et al. (2012) recommends to always account for
main effects of the SNPs under investigation for interaction and to do this as an integrated part of
using MB-MDR as this adequately controls false positive findings. Furthermore they concluded
that the co-dominant correction should be preferred as the additive coding may be insufficient
and lead to overly optimistic results (c.f. Mahachie John et al., 2012).

3.6.2 Logic regression
Logic regression is a machine learning method that can be used to detect and quantify importance
of genetic interactions in case-control studies. Originally, the methodology was developed to
allow inclusion of combinations of binary predictors by Boolean (logic) statements (see appendix
A.1.3) to enhance prediction of a response (Ruczinski, 2000), see also appendix A.1.1 for some
details on the origin of the method. This was deployed in a regression framework (see appendix
A.1.4) and thus the name logic regression. The framework includes e.g. linear regression, logistic

26http://www.statgen.ulg.ac.be/software.html

http://www.statgen.ulg.ac.be/software.html
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regression and Cox regression but may be any type of regression as long as a scoring function
can be defined. The search over the entire space of combinations then aims at optimising this
scoring function. It is a prerequisite that the predictors are either binary (0/1, yes/no etc.) or can
be formulated as a Boolean combination of binary variables. Thus, continuous variables can only
be used after discretisation, though they may also enter as covariates in the regression part of the
method but without entering the search algorithm as such. Apart from using logic regression
in a regression setting it may also be used for classification (or miss-classification). There
is a difference in complexity as classification will just search for a single Boolean expression
(Boolean combination of binary predictors) for prediction of a binary response whereas in the
regression framework, several Boolean expressions may enter and the response need not be
binary.

With k binary predictors there are potentially 2k different combinations each of which can
predict a zero or one (control or case, say), that is in principle 22k

possible prediction scenarios
(see Ruczinski, 2000). Thus, the number of scenarios grows with double exponential speed and
becomes incredibly large even for a relatively small number of predictors: 1 predictor leads to
4 scenarios, for 2 predictors there are 16, for 3 the number is 256, at 4 predictors the number
has grown to no less than 65,536 and already at 5 predictors there are billions of combinations.
Therefore, there may well for each of l subjects exist two logic trees unique for that individual
that predict zero and one, respectively. That is, in total up to 2l different logic trees might be
consistent with the observed predictors of the sample investigated. Consequently a simulated
annealing search algorithm is used to find the best fitting model, see appendix A.1.5.

A problem of simulated annealing is that the process may end up with a model that over-
fits the data and tools for model selection are therefore needed and also included in some of the
software that implements logic regression. As a measure of model complexity, the model size is
defined to be total number of leaves in the trees of the model (Ruczinski et al., 2003). There are
thus two handles than can be turned to change the model size: number of trees and number of
leaves in each tree.

Logic regression has been applied in various settings and there exists a growing number
of variants and further developments of logic regression (Schwender et al., 2010), see also
appendix A.1. The original method (with some extensions) has been implemented as the R
package LogicReg. In the study presented in paper 3, we prepare to use the variant called Logic
Feature Selection (logicFS) that has been implemented as the R Bioconductor27 package logicFS,
which depends also on LogicReg. Depending on trait, this currently (version 1.32.0, September
12, 2013) handles: classification, logistic regression, linear regression and multinomial logic
regression. The program uses either bagging (bootstrap sampling) or subsampling to stabilise
the search and furthermore returns a variable importance measure (VIM) which can be used to
determine the importance of the interactions found, see the Appendix of paper 3.

In the context of gene interactions, an advantage of logic regression is that these interactions
need not be known in advanced and interactions are not restricted to pairwise interactions, e.g.
SNP-SNP interactions. Since the effects of SNPs are typically small, the main focus will normally
be more on detection (association and feature selection) than on prediction, though the latter is
also technically possible. Typically, applications of logic regression in genetics have focused
on gene-gene interactions, but principally gene-environment interaction can also be investigated
if the environmental measure is dichotomous or captured by a combination of dichotomous
variables. Again, discretisation may be a way to investigate continuous environmental exposures.

27http://www.bioconductor.org

http://www.bioconductor.org




Chapter 4

Results

4.1 Results from paper 1 and 2: MBL and MASP-2

Instead of giving results separately we will here go a step further and show combined tables
and figures from the two papers as originally intended. In addition, we will show some results
comparing the patient groups with each other (post hoc contrasts) in models where the phenotype
has four categories corresponding to controls and patients with schizophrenia, panic disorder and
bipolar disorder. Allele frequencies of the genetic markers in MBL2 are shown in figure 4.1 which
is a combination of Figure 1 of paper 1 (Foldager et al., 2012) and the upper part of Table 128 in
paper 2 (Foldager et al., 2014).

Figure 4.1

H/L X/Y P/Q D B C

Exon 1UTR

MBL2

Reference name rs11003125 rs7096206 rs7095891 rs5030737 rs1800450 rs1800451

Relative position − 550 − 221    4 223 230 239

Rare allele H X Q D B C

 − freq. in controls 0.39 0.20 0.21 0.07 0.14 0.01

 − − schizophrenia 0.28 0.27 0.20 0.05 0.19 0.03

 − − panic disorder 0.32 0.24 0.18 0.08 0.20 0.02

 − − bipolar disorder 0.36 0.29 0.20 0.07 0.12 0.02

Positions and frequencies of genetic markers in MBL2. Reference names and positions for the genetic
markers in MBL2 located at 10q21.1. The positions are relative to the untranslated (UTR) start position of
exon 1. Allele frequencies of the minor alleles are from 349 controls, 100 patients with schizophrenia, 100
patients with panic disorder, and 100 patients with bipolar disorder.

28As an aside note, the first Total row in Table 1 of paper 2 is a bit misleading—it is the total number
of chromosomes, not the total count of the minor alleles (in the haplotype part these numbers agree).
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The allele frequencies of the genetic marker in MASP2 can be seen in figure 4.2. None were
homozygous for the minor G allele which was a bit more frequent in patients with schizophrenia
(12%) than in the other groups (8–9%).

Figure 4.2
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● 442 (394 − 488)

● 206 (147 − 262)

● 487 (438 − 534)

● 297 (267 − 326)

● 131 (95 − 165)

● 319 (289 − 348)

● 305 (270 − 339)

● 145 (126 − 163)

● 323 (287 − 358)

MASP-2 serum concentration and MASP2 genotypes. Bootstrapped back-transformed estimates
of median MASP-2 serum concentration with 95% CI are presented from two log-gaussian linear
models: 1) phenotype only (any genotype); 2) interaction between phenotype and A/G genotype status
(present/absent). Shown are also the number of subjects in each cohort that was measured (genotypes and
serum, respectively ) as well as the proportion of subjects carrying the MASP2 A/G genotype of D105G.

Frequencies of the seven observed haplotypes (see 3.1.5) and the YA/XA/YO two-marker
genotypes (see 2.2.1) are shown in table 4.1. From this, a little bit of mental arithmetics reveal
that the proportion carrying at least one of the nonsynonymous variants in MBL2 exon 1 was
especially high (50%) for patients with panic disorder. In controls this proportion was 39%
whereas it was somewhat lower in patients with bipolar disorder (36%) and higher (compared
to controls) in patients with schizophrenia (43%).

4.1.1 Association analysis
The trend test (1 d.f. χ2) results for MBL2 and MASP2 single locus and MBL2 multilocus markers
are shown in table 4.2 (Table 2 in paper 1 and paper 2). For the variant in MASP2 no significant
associations were found though the proportions of D120G A/G heterozygotes were higher in
patients with schizophrenia.
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Table 4.1
MBL2 haplotype and multilocus genotype frequencies. Minor alleles are marked with bold type and the
O allele is any of the D, B and C nonsynonymous mutations of exon 1. Multilocus genotypes are grouped
with respect to their known association with low, intermediate or normal level of MBL in serum (Olesen
et al., 2006).

Counts (prop.) Controls Schizophrenia Panic dis. Bipolar dis.

MBL2 haplotype Nhap=698 Nhap=200 Nhap=200 Nhap=200

HYPA 223 (0.32) 47 (0.23) 50 (0.25) 57 (0.28)

LYPA 35 (0.05) 12 (0.06) 11 (0.06) 8 (0.04)

LYQA 141 (0.20) 35 (0.17) 31 (0.16) 37 (0.18)

LXPA 139 (0.20) 53 (0.27) 49 (0.24) 58 (0.29)

HYPD 51 (0.07) 10 (0.05) 15 (0.08) 14 (0.07)

LYPB 100 (0.14) 38 (0.19) 40 (0.20) 23 (0.12)

LYQC 9 (0.01) 5 (0.03) 4 (0.02) 3 (0.02)

Multilocus genotype Ngeno=349 Ngeno=100 Ngeno=100 Ngeno=100

Normal MBL level

YA/YA 119 (0.34) 17 (0.17) 25 (0.25) 29 (0.29)

YA/XA 77 (0.22) 36 (0.36) 21 (0.21) 28 (0.28)

Total 196 (0.56) 53 (0.53) 46 (0.46) 57 (0.57)

Intermediate

XA/XA 15 (0.04) 4 (0.04) 4 (0.04) 7 (0.07)

YA/YO 84 (0.24) 24 (0.24) 21 (0.21) 16 (0.16)

Total 99 (0.28) 28 (0.28) 25 (0.25) 23 (0.23)

Low MBL level

XA/YO 32 (0.09) 9 (0.09) 20 (0.20) 16 (0.16)

YO/YO 22 (0.06) 10 (0.10) 9 (0.09) 4 (0.04)

Total 54 (0.15) 19 (0.19) 29 (0.29) 20 (0.20)

In MBL2 single-markers, significant association (P=0.006) was found for the H/L marker
in schizophrenia and this signal remained when we, post hoc, tried to pool the three groups of
patients (P=0.0089). The minor H allele is more frequent in controls and thus showing a protective
effect (odds ratios less than one). Nominally significant association with schizophrenia was also
observed for the X/Y marker—in this case as a disease predisposing effect of the minor allele.
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Table 4.2
MBL2 and MASP2 trend test. Trend tests (1 d.f. χ2) for association of patient groups with MBL2 and
MASP2 single locus markers and MBL2 multilocus genetic markers by use of logistic regressions with an
additive effect on a log scale of the minor allele (marked with bold type). The odds ratio (OR) measures
the effect of an extra minor allele and OR between the two homozygote variants is therefore this value
squared.

P
L95 OR U95 Schizophrenia Panic disorder Bipolar disorder Pooled cases

MASP2

D120G (A/G)
0.41

0.64 1.35 2.67
0.71

0.36 0.86 1.85
0.71

0.54 1.16 2.78
0.94

0.60 1.02 1.74

MBL2

Single locus

H/L (m1)
0.006

0.45 0.63 0.88
0.090

0.55 0.76 1.04
0.34

0.62 0.85 1.18
0.0089

0.59 0.74 0.93

X/Y (m2)
0.047

1.01 1.46 2.12
0.16

0.89 1.31 1.90
0.0075

1.14 1.65 2.36
0.0033

1.14 1.49 1.95

P/Q (m3)
0.65

0.61 0.91 1.34
0.22

0.51 0.78 1.15
0.65

0.61 0.91 1.34
0.30

0.66 0.86 1.14

A/D (m4)
0.24

0.32 0.68 1.29
0.93

0.55 1.03 1.84
0.88

0.50 0.95 1.72
0.57

0.57 0.88 1.36

A/B (m5)
0.14

0.90 1.34 1.95
0.075

0.96 1.42 2.07
0.33

0.50 0.80 1.24
0.25

0.89 1.18 1.57

A/C (m6)
0.24

0.60 1.99 5.90
0.47

0.42 1.57 4.95
0.82

0.26 1.17 4.00
0.31

0.66 1.57 3.91

A/O (m7)a
0.32

0.84 1.19 1.68
0.067

0.98 1.38 1.95
0.39

0.57 0.85 1.23
0.33

0.88 1.13 1.45

Multilocusb

HYPA
0.023

0.47 0.67 0.95
0.066

0.51 0.73 1.02
0.36

0.61 0.86 1.19
0.015

0.59 0.74 0.94

LYPA
0.59

0.59 1.20 2.27
0.79

0.53 1.09 2.07
0.56

0.35 0.80 1.62
0.90

0.63 1.03 1.66

LYQA
0.39

0.55 0.84 1.25
0.14

0.47 0.73 1.10
0.59

0.59 0.90 1.33
0.16

0.61 0.82 1.08

YAc
0.011

0.48 0.66 0.91
0.0074

0.48 0.66 0.89
0.14

0.58 0.79 1.08
0.0013

0.56 0.70 0.87

a The O allele of the A/O marker is any of the D, B and C variants of MBL2 exon 1.
b LXPA, HYPD, LYPB and LYQC are identifiable with m2, m4, m5 and m6, respectively.
c XA and YO are identifiable with m2 and m7, respectively.

This effect was significant also in patients with bipolar disorder (P=0.0075) and the significance
increased even further by pooling cases (P=0.0033). No other single-markers showed significant
association with the disorders though there was a tendency of association with panic disorder
for the B variant in exon 1 (P=0.075). The allele frequency for this variant was equally high
in patients with schizophrenia and panic disorder (see figure 4.1), and pooling these two groups
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of patients (not shown in papers or tables) pushed the p-value below the threshold of nominal
significance (P=0.038) with an odds ratio of 1.02 1.38 1.88. Low power due to the relatively small
sample sizes may well explain why we are not detecting significant associations with the non-
silent variants in exon 1.

For MBL2 haplotypes, the HYPA showed nominal significant protective effect against
schizophrenia and a tendency (P=0.066) against panic disorder. Pooling all cases, this p-value
was 0.015 while pooling just the groups of patients with schizophrenia and panic disorder resulted
in a significant p-value of 0.0082 (result not shown in the papers or tables). The tendencies of the
effect for the other two haplotypes combining intron variants with the exon 1 wild type A allele
(LYPA and LYQA) were also either neutral or protective. This is reflected in the YA two-marker
haplotype which in essence is a grouping of these three haplotypes showing a protective effect
against schizophrenia (P=0.011) and even more against panic disorder (P=0.0074). Here both
the pooling of all cases (P=0.0013) and, even more, pooling schizophrenia with panic disorder
groups (P=0.00080) lowered the p-value markedly. The odds ratio for YA association with this
last grouping (schizophrenia and panic disorder) was 0.51 0.66 0.84. Furthermore recall that LXPA
and XA are equivalent in the present studies and identifiable by the single locus X variant which
showed significant associations. Likewise, HYPD, LYPB and LYQC are identifiable with the
corresponding single-marker variants in exon 1: D, B and C, respectively.

4.1.2 MBL and MASP-2 serum concentration
In figure 4.3 (Figure 2 in paper 1 and Figure 1 in paper 2) we have shown the distribution of log-
transformed MBL and MASP-2 serum concentrations. Note the bulk of measures below MBL
detection limit—which were left out when making the histogram of the measured values—and
that the MBL distributions are a bit left skewed after log transformation (they were right skewed
before transformation). We decided, however, after various model checking (e.g. qq-plots of
residuals from linear regressions where the values below detection limit were left out), that using
gaussian Tobit regression on the log-transformed data was reasonably enough. For MASP-2 log-
transformation took nice care of the right skewness and here there is no detection limit problems
to take care of. Thus we analysed MASP-2 with log-gaussian linear regression.

The genetic markers considered were chosen because of their known association with MBL
and MASP-2 levels, respectively. In figure 4.4 we show box-and-whiskers plots of log-MBL
serum concentration for each haplotype. These clearly indicate the association between serum
concentration and the haplotypes of MBL2 and calculations supported this observation (results
not shown). This was expected and not relevant to dwell on too much. Of course, the number of
chromosomes (0, 1 or 2) of each haplotype carried by the individual matters for the expression
and, to keep it simple (and readable), we show in figure 4.5 the box-and-whiskers plot separately
for each two-locus genotype of the YA/XA/YO grouping (see subsection 2.2.1). Here it is very
clear that very low MBL levels correlate with carrying two of the exon 1 variants (HYPD, LYPB
or LYQC) or one exon 1 variant in combination with the LPXA haplotype. In fact, only one
of the carriers of two exon 1 variants had a measurable MBL level and this person (a control
with LYPB/HYPD multilocus genotype) still had a very low concentration of just 25 ng/ml. At
the other end of the spectrum lies YA (HYPA, LYPA or LYQA) carriers not carrying an exon 1
variant. In between are LXPA homozygotes and the carriers of an exon 1 variant having one of
the YA haplotypes on the other strand. The plot looks a bit interesting for the XA/XA subgroup
but one should be aware that there are only 30 individuals in the group (15 controls, 4 with
schizophrenia, 4 with panic disorder and 7 with bipolar disorder).
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Figure 4.3
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Distribution of MBL and MASP-2 serum concentration. Concentration of MBL and MASP-2 in
serum for 349 controls (CO), 98 patients with schizophrenia (SZ), 100 patients with panic disorder
without a history of bipolar disorder (PD), and 84 patients with bipolar disorder (BD). Before logarithmic
transformation, concentrations were measured in ng protein per ml serum. The vertical lines in the left
panel indicate: below MBL detection limit (<10 ng/ml), low MBL level (<100 ng/ml), intermediate MBL
level (100–400 ng/ml) and normal MBL level (>400 ng/ml). Histogram, box-plot and scatter plot of the
observed concentrations are given for each protein and separately for each group of subjects.

The concentrations divided on the genotypes of the MASP2 marker are also shown in
figure 4.5 and do not indicate association between the MASP2 marker and MBL levels. The low
MASP-2 levels for carriers of the D120G variants G allele of MASP2 can be seen in figure 4.2.

MBL serum deficiency

The results from categorising MBL levels as low, intermediate and normal (see subsection 2.2.1)
are shown in figure 4.6 (Figure 2 in paper 2) and also indicated in figure 4.3. An unusual high
proportion of patients with panic disorder (30%) had low MBL level—significantly (P=0.0008)
higher than the 15% seen in controls, and with an odds ratio of 1.4 2.4 4.0. The corresponding
proportions for the other phenotypes were 18% and 17% in patients with schizophrenia and
bipolar, respectively. Also significantly higher than in controls (P=0.027), 20% of patients
with panic disorder had MBL serum concentration below the detection limit (<10 ng/ml),
OR: 1.1 1.9 3.5. This proportion was a bit lower in patients with bipolar disorder (8%) and a
bit higher in patients with schizophrenia (13%) than in controls (11%) but within or close to the
10–15% generally seen in populations.
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Figure 4.4
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MBL serum concentration on MBL2 haplotypes. Concentration of MBL in serum for 349 controls,
98 patients with schizophrenia, 100 patients with panic disorder without a history of bipolar disorder, and
84 patients with bipolar disorder. Before logarithmic transformation, concentrations were measured in
ng protein per ml serum. The black dotted lines indicate: below MBL detection limit (<10 ng/ml), low
MBL level (<100 ng/ml), intermediate MBL level (100–400 ng/ml) and normal MBL level (>400 ng/ml).
The gray dotted lines indicate the classification used in Olesen et al. (2006). Box-and-whiskers plots are
shown for each of the seven haplotypes and divided on phenotype. Note that each individual carries two
haplotypes and thus contributes in duplicate.

MBL Tobit regression

The results from MBL Tobit regressions within the individual patient groups versus controls are
shown in Table 3 of paper 1 (Foldager et al., 2012) and Table 3 of paper 2 (Foldager et al., 2014).
Disregarding the genetic markers for a minute, we found that patients with panic disorder had
significantly lower serum concentration of MBL than controls whereas no association was found
with schizophrenia and bipolar disorder. This was also evident from a comparison of quantiles,
see table 4.3 (partly Supplementary Table S3 of paper 2). This association is actually also visual
both in figure 4.3 and not least in figure 4.6. It stems both from relatively many low values
(<100 ng/ml) and from a high proportion of MBL measures below detection limit (<10 ng/ml) for
patients with panic disorder. Some explanation likely lies in the larger proportion of patients with
panic disorder carrying nonsynonymous exon 1 variants (see figure 4.1 and table 4.1). However,
even after adjusting for MBL2 haplotypes there still were nominal significantly lower MBL levels
in panic disorder. Interestingly, the level of MBL was higher in patients with schizophrenia than
in controls when we adjusted for the effect of genetic variation in MBL2, and this difference
was highly significant with a p-value as low as 1.7e-6. From Table 3 of paper 1 it also follows
that using a more detailed genotype grouping than those induced by the YA/XA/YO two-marker
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Figure 4.5
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MBL serum concentration on MBL2 two-marker genotypes. Box-and-whiskers plot of MBL
serum concentration divided on two-marker genotypes (YA/XA/YO) for 349 controls, 98 patients with
schizophrenia, 100 patients with panic disorder without a history of bipolar disorder, and 84 patients
with bipolar disorder. Before logarithmic transformation, concentrations were measured in ng protein
per ml serum. The black dotted lines indicate: below MBL detection limit (<10 ng/ml), low MBL level
(<100 ng/ml), intermediate MBL level (100–400 ng/ml) and normal MBL level (>400 ng/ml). The gray
dotted lines indicate the classification used in Olesen et al. (2006).

genotypes significantly increases model fit and thus should be preferred. In patients with bipolar
disorder we found no difference in MBL level compared with controls, and this conclusion is
independent of adjustment for the genetic variation of MBL2.

To enable comparison between the patient groups (referred to as contrasts) we ran two more
models—one with and one without haplotype adjustment—with all samples included at the same
time by using a four levelled phenotype variable. The results are shown in table 4.4. We see
that without haplotype adjustment, patients with panic disorder have significantly lower MBL
levels than each of the other three groups and that the other groups have equivalent levels.
However, when adjusting for the effect attributed to MBL2 multilocus genotypes—modeled as
an additive genetic model in number of haplotypes—we observe that patients with schizophrenia
have highly significantly increased MBL levels compared to all other three groups. The smallest
contrast for schizophrenia were to bipolar disorder. In the adjusted model, as indicated above,
the p-value for the contrast comparing patients with panic disorder to controls and to bipolar
disorder was increased by an order of magnitude and stayed just slightly below the threshold of
nominal significance. Patients with bipolar disorder continued not being significantly different
from controls, though the coefficient increased vaguely by the adjustment for genetic markers.
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Figure 4.6
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Levels of MBL serum concentration. Bar plots of MBL serum levels for each of the four subject groups.
The three yellowish bars sums to one within each cohort corresponding to the categories: low MBL level
(<100 ng/ml), intermediate MBL level (100–400 ng/ml), and normal MBL level (>400 ng/ml). The
separated red bars indicate the proportion of measures that was below the detection limit (<10 ng/ml)
within each group. The proportion of measures below the detection limit was significantly higher
(P=0.027) in patients with panic disorder as compared with controls, and the odds ratio was 1.1 1.9 3.5.
Furthermore, the odds of having a low MBL level (<100 ng/ml) was significantly increased (P=0.0008)
for this group of patients with an odds ratio of 1.4 2.4 4.0 compared to controls.

MASP-2 log-gaussian regressions

Along the same lines as the Tobit regression for MBL, we ran the log-gaussian linear regressions
with inclusion of the four-levelled phenotype variable mentioned above and results are shown in
table 4.5. Again, results within individual patient groups can be found in Table 4 of both paper 1
(Foldager et al., 2012) and paper 2 (Foldager et al., 2014). We ran a new forward inclusion
procedure and ended up with more or less the combination of the models obtain from running
each disorders separately—including the interaction between phenotype and the genetic variant
of MASP2. Also the somewhat surprising effect on MASP-2 levels of the variants in MBL2 exon 1
pertained to this combined analysis. The effect of these variants is a statistically significant
increase of the MASP-2 level, i.e. the opposite direction of the effect these nonsynonymous
variants have on the expression of MBL. It should be noted that the separate models for panic
disorder and bipolar disorder (see Table 4 in paper 2) included the YA two-marker haplotype.
However, as the O allele of MBL2 exon 1 (i.e. any of B, D and C variants) is identifiable with
the YO two-marker haplotype, and as the effect of the YA was a decrease of MASP-2, there
is no contradiction in this. In the separate analysis for patients with schizophrenia, the final
model also included counts of O alleles. To enable reasonably easy calculation of contrast tests
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Table 4.3
Quantiles of MBL and MASP-2 serum concentration. Comparisons with the controls were carried out
using an extended version of the usual median test (Conover, 1999). The p-values were based on Monte
Carlo simulations (Hope, 1968) using 1e8 replicates. MBL concentrations below the detection limit were
set equal to this 10 ng/ml limit.

Quantile Quantile (χ2, p-value)
Probability Controls Schizophrenia Panic disorder Bipolar disorder

M
B

L

0.1 10 10 (0.24, 0.72) 10 (4.90, 0.031) 10 (4.90, 0.031)
0.25 319 305 (0.014, 1)b 54 (11.2, 0.0011) 309 (0.057, 0.89)
0.5a 1133 1133 (6e-4, 1)b 704 (4.59, 0.041) 1307 (0.26, 0.63)

0.75 2460 2660 (0.83, 0.43) 1629 (3.31, 0.088) 2333 (0.071, 0.89)
0.9 3809 4643 (0.66, 0.45) 2921 (1.30, 0.27) 4285 (0.98, 0.42)

M
A

SP
-2

0.1 260 229 (1.20, 0.35) 127 (39.3, 1.0e-8)c 165 (32.3, 3.1e-7)
0.25 332 317 (0.83, 0.43) 210 (24.2, 1.9e-6) 218 (48.4, 1.0e-8)c

0.5a 417 425 (0.58, 0.49) 331 (25.9, 4.1e-7) 299 (25.8, 4.4e-7)
0.75 517 640 (4.65, 0.034) 418 (13.0, 3.4e-4) 403 (6.32, 0.016)
0.9 664 859 (9.55, 0.0031) 549 (5.17, 0.023) 596 (1.04, 0.33)

a The median.
b P=1 either means that a number close but less than 1 were rounded or that all of the replicates were at

least as extreme as the observed. Matters nothing for the conclusion but we do not really believe that
the p-value can be exactly one—at least not in this setting.

c P=1.0e-8 from 1e8 replicates means that none of the replicates were more extreme than the observed
so in reality the p-value may well be smaller.

between patient groups, we also ran a model without the interaction term. Moreover, p-values
from testing contrasts without adjustment for genetic effects were calculated. The p-values after
adjustment for the genetic effects were 2–4 orders of magnitude lower than those obtained without
this adjustment.

The serum concentrations of MASP-2 in patients with panic disorder as well as in patients
with bipolar disorder were significantly lower than in controls, see table 4.5. This can also be
seen in figure 4.3, figure 4.2 and from the quantiles in table 4.3. The reducing effect of the
MASP2 variant was a bit more pronounced in patients with schizophrenia and in patients with
panic disorder than in controls—this is the interaction effect. The interaction was not significant
(P=0.07) for patients with bipolar disorder but this may be a question of lower power, as serum
concentration was only available from 84 of these subjects, contrary to the 98 and 100 patients
with schizophrenia and panic disorder, respectively. The p-values from contrast tests show that
the MASP-2 levels of patients with schizophrenia overall are about the same as in controls. The
interaction model shows, however, that patients with schizophrenia that are carriers of the G
allele of D120G in MASP2 have significantly lower MASP-2 serum concentrations than controls
whereas carriers of the wild type A allele have somewhat (and nominally significant) higher
MASP-2 levels. So here the interaction was not merely a question of the effect size but also the
direction of the effect. The size of the effect on the logarithmic scale can be seen in figure 4.2 and
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Table 4.4
MBL Tobit regressions and contrasts between phenotypes. Association of MBL serum concentration
with phenotype—a four levelled factor: schizophrenia, panic disorder, bipolar disorder and controls.
Results from testing contrasts between phenotypes are given with and without adjustment for the additive
effects of carrying 0, 1 or 2 copies of each specific MBL2 haplotype.

Models Contrast p-values

Parameters L95 Coe f U95 Controls Panic disorder Bipolar d.

Phenotype only
Intercepta 6.13 6.37 6.60

Schizophrenia −0.51−0.01 0.48 0.96 0.010 0.79
Panic disorder −1.32−0.83 −0.33 0.0011

Bipolar disorder −0.45 0.08 0.60 0.78 0.0061

Haplotype modelb

Interceptc 8.17 8.34 8.52

Schizophrenia 0.29 0.50 0.71 2.8e-6 5.1e-8 0.0048
Panic disorder −0.44−0.23 −0.02 0.034

Bipolar disorder −0.10 0.12 0.33 0.30 0.013
LYPA −0.54−0.31 −0.08

LYQA −0.12 0.03 0.17

LXPA −1.41−1.27 −1.13

LYPB −3.68−3.51 −3.34

LYQC −4.02−3.58 −3.13

HYPD −2.49−2.28 −2.07

a Controls.
b The additive effect of carrying 0, 1 or 2 copies for each of the specific haplotypes.
c Controls with HYPA/HYPA multilocus genotype, i.e. 2 copies of the HYPA haplotype.

in the Supplementary Table 2 of paper 1 (subsection 6.1.1). In patients with panic disorder and
bipolar disorder, the MASP-2 levels were lower than in controls and, of course (given the results
just mentioned), also lower than in patients with schizophrenia. This conclusion is independent
of which allele of D120G they carry but for G allele carrying patients with panic disorder, the
difference was even more pronounced.
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Table 4.5
MASP-2 linear regressions and contrasts between phenotypes. Association of MASP-2 serum
concentration with phenotype as a four levelled factor. Results from testing contrasts between phenotypes
are given with and without adjustment for MASP2 and MBL2 markers.

Models Contrast p-values

Parameters L95 Coe f U95 Controls Panic disorder Bipolar d.

Phenotype only
Intercepta 5.97 6.02 6.07

Schizophrenia −0.03 0.07 0.17 0.16 7.2e-10 3.5e-8
Panic disorder −0.43−0.33 −0.23 2.4e-10

Bipolar disorder −0.41−0.30 −0.19 4.8e-8 0.691

Adjusted modelb

Interceptc 5.98 6.02 6.07

MASP2 −0.77−0.67 −0.56

Schizophrenia −0.02 0.07 0.16 0.10 2.1e-13 2.2e-10
Panic disorder −0.44−0.35 −0.26 3.8e-14

Bipolar disorder −0.40−0.31 −0.21 3.6e-10 0.47
MBL2 Od

0.08 0.13 0.18

Wald test

Interaction modele statistics p-values
Interceptc 5.96 6.01 6.06

MASP2 −0.69−0.56 −0.42 -8.25 9.6e-16
Schizophrenia (SZ) 0.01 0.11 0.20 2.21 0.027
Panic disorder (PD) −0.41−0.32 −0.23 -6.83 2.1e-11

Bipolar disorder −0.40−0.31 −0.21 -6.36 4.0e-10
MBL2 Od

0.08 0.13 0.18 5.03 6.4e-7
SZ : MASP2f

−0.59−0.30 −0.02 -2.12 0.035
PD : MASP2f

−0.69−0.37 −0.05 -2.30 0.022
a Controls.
b The result from testing the reduction from the interaction model to this simpler model with an F-test

was: F623,625 = 4.1, P=0.017. Therefore, this simpler model will not give a fit which is too different
from the fit using the model including the interaction terms.

c Controls with A/A of both the D120G marker in MASP2 and the exon 1 marker in MBL2, i.e. 2 copies
of the A allele.

d The additive effect of carrying 0, 1 or 2 copies of a nonsynonymous variant O in exon 1, i.e. any of
the B, D and C variants. Note that the count of O alleles is identical to the count of YO two-marker
haplotypes.

e The p-values here are from Wald tests (H0: coefficient=0) evaluated in a t-distribution with degrees-
of-freedom (d. f .) equal to the difference between the number of subjects and number of parameters
in the model, i.e. d. f .= 349+98+100+84−8 = 623.

f Here ”V1 : V2” represents the interaction effect between V1 and V2.
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4.2 Results from paper 3: G×E simulation study

We decided to simulate from all sixteen possible combinations of two minor allele frequencies
(MAF ∈ {0.3,0.4}) and two risk ratios (RR ∈ {1,1.2}) between high risk and low risk
homozygote genotypes for each DPL, two odds ratios (OR ∈ {2,5}) related to a one unit increase
of the DPE, and two exposure proportions given by a probability parameter (π ∈ {0.25,0.5})
of a binomial environmental distribution (bi(1,π) distribution, i.e. a Bernoulli distribution). We
currently only consider models with two DPLs and one DPE and we use the GEM model (see
subsection 3.2.3) and no epistatic changes of the penetrances (Pinelli et al., 2012). No extra noise
from non-predisposing environmental factors were included and we use the same parameters for
both DPLs with W = 1 (i.e. a dominant genetic model). Furthermore, we use a fixed sample
size of 10,000 with equally many affected and unaffected individuals, and assumes the expected
disease prevalence to be 1%. A flowchart of the simulation procedures is shown in Figure 4.7.

Figure 4.7
Flowchart for the G×E simulation study.
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Table 4.6 shows which SNPs were chosen as DPLs, their allele frequencies in the initial
population, and their allele and genotype frequencies in the base population. The site frequency
spectrum plots of allele frequencies in the base population versus the initial population for
the 3 regions containing DPLs are shown in 4.8. The plots for the three other chromosomal
regions are shown in Figure 2 of paper 3. The reduction given by excluding SNPs according to
P(m/m) > 0.05 is indicated by green coloured points. The extra SNPs added by the use of the
less stringent criterion MAF>0.05 are the blue points whereas red points are those exclude by
both criteria. There is no indication of serious problems.
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Table 4.6 DPL allele and genotype frequency

Genotype frequencya

ID (chr) MAFinit MAFbase M/M M/m m/m
rs4257797 (5) 0.34 0.30 0.49 0.42 0.090
rs1781740 (6) 0.23 0.30 0.49 0.42 0.089
rs2941399 (6) 0.38 0.40 0.36 0.48 0.16
rs7000415 (8) 0.41 0.40 0.36 0.48 0.16

a M=major allele, m=minor allele

Figure 4.8
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0.0 0.2 0.4 0.6 0.8 1.0

0.0

0.2

0.4

0.6

0.8

1.0
2q33.3−36.3

INT=0.002 (−0.001−0.005)
SLOPE=0.997 (0.992−1.002)
COR=0.98 (0.979−0.981)
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0.0 0.2 0.4 0.6 0.8 1.0

3p14.1−q13.32
INT=0.004 (0.001−0.007)
SLOPE=0.994 (0.989−0.999)
COR=0.98 (0.979−0.982)
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Site frequency spectrum. Green points are SNPs for which the frequency P(m/m) of the minor
homozygote is above 0.05, blue points are the extra points obtained using a limit of MAF>0.05, and
red points are those excluded by both limits. That is, all SNPs is the union of green, blue and red points.
The slope line is the least squares fit using all points.

4.2.1 BOSS and BOOST results
Summary statistics of p-values obtain using 100 simulated samples of 5,000 cases and 5,000
controls for each of the 16 scenarios were calculated for: 1) single-marker χ2

2 genotype-based
tests from BOOST (Figure 3 in paper 3); 2) single-marker additive tests adjusted for DPE main
effect (Wald tests) from BOSS (Figure 4 in paper 3); 3) two-way interaction tests adjusted for SNP
and DPE main effects (Wald tests) from BOSS (Figure 5 in paper 3). Furthermore results from
two-way SNP-SNP interaction tests adjusted for main effects (χ2

4 ) from BOOST are summarized
in Figure 6 of paper 3.

The figures indicate that the simulated samples adhere to the simulated models with respect to
genotypic main effects: RR=1.0 corresponding to no effect and RR=1.2 corresponding to a small
main effect (same for both DPLs). There are no noticeable effects of varying the other parameters
(MAF, OR and prevalence π of environmental exposure) except from the statistics concerning the
G×E two-way interactions between SNPs and the DPE with adjustment for main effects (Figure 5
in paper 3). For this we note that the two-way interactions between DPLs and DPE are highly
significant when the main effect of DPE is smaller (OR=2.0) and less prevalent (π = 0.25). Both
increased prevalence of the environmental factor (DPE) and increase of its disease predisposing
effect (OR=5.0) diminishes the significance of the interaction term.
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It is noticeable that none of the minima (blue triangles and ’+’s in Figure 3, 4 and 5 of paper 3)
are above the Bonferroni adjusted threshold in the scenarios where RR=1.0 whereas this is the
case for a small set of markers when RR=1.2. Interestingly those above the threshold are not
just markers in close proximity to the DPLs. Probably this is due to longer ranging LD. Note
also, that the main effects (RR=1.2) would remain undetected in many of the samples when using
the Bonferroni threshold. Adjusting for the environmental effect diminishes these p-values even
more (Figure 4 in paper 3). In accordance with the simulated models this reduction is larger for
larger environmental effect, i.e. more pronounced when the samples were sampled with OR=5.0
than with OR=2.0.

Finally, bar plots summarising BOOST G×G χ2
4 genotype-based tests (two-way interaction

between SNPs) are shown in Figure 6 of paper 3. Only test statistics >30 (P<4.9e-6) were used
and the tests are adjusted for main effects of the interacting SNPs. The bars are the number of
samples (out of 100) where the SNP was present in at least one SNP-SNP interaction with a test
statistic above the threshold of 30. In agreement with the models simulated (no epistasis), no
systematic patterns are apparent and the DPLs are not more often part of G×G interactions than
the other SNPs.

4.3 Results from paper 4: Suicide study
None of the genetic markers were significantly associated with suicidal behaviour in the basic
single-marker tests. No other results of interest was found for the SNP rs13868494 in TPH2
or for the X chromosomal marker MAOAuVNTR, see paper 4 (Buttenschøn et al., 2013). We
will therefore here focus on results concerning the SNP rs1800532 in TPH1 and the serotonin
transporter locus in the 5’ promoter region of SLC6A4.

4.3.1 Interactions in TPH1
For rs1800532 in TPH1, all three two-way interactions between gender, age-group and the
additive term (Ai, see subsection 2.3.3) were statistically significant: gender by age-group
(P=0.0022), gender by the additive term (P=0.014), and age-group by the additive term
(P=0.00057). Thus, the effect of carrying the minor allele depended on both gender and
age-group. The three-way interaction was not significant. For further investigation of these
interactions, we calculated the OR (per minor allele) separately for each gender and age-group,
see table 4.7 (corresponds almost to Table 3 in paper 4). In male subjects we observed a clearly
significant protective effect of the minor allele in the youngest individuals whereas it tended to be
a risk factor for the two other age-groups. In contrast to this, the effect in the oldest females was
towards protection. From age-group specific conditional logistic regressions (gender stratified)
we observed that the protective effect holds in general for subjects less than 35 years of age.

4.3.2 Results for SLC6A4
We will only consider the tri-allelic marker obtained by combining 5-HTTLPR and rs25531 (see
subsection 2.2.3) and we will focus on results obtained after collapsing the S and LG alleles, i.e.
the functional activity genotype classes: SS+SLG+LGLG (low expression), SLA+LGLA (medium
expression), and LALA (high expression). The results for 5-HTTLPR (rs4795541) without
rs25531 can be seen in Table 4 of paper 4.
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Table 4.7
TPH1 gender and age-group specific effects. Results using the additive model for the SNP rs1800532
in TPH1 within each combination of gender and age-group (<35, 35–49, ≥50 years). The last column
contain results from gender stratified analyses within each age-group. Odds ratios are per copy of the
minor allele.

P
L95 OR U95 Female Male Gender stratified

Age-group

<35
0.10

0.3 0.6 1.1
0.0064

0.4 0.6 0.9
0.0011

0.4 0.6 0.8

35-–49
0.17

0.7 1.1 1.7
0.13

0.9 1.6 2.8
0.21

0.9 1.2 1.7

≥50
0.044

0.5 0.7 1.0
0.038

1.0 1.6 2.5
0.86

0.7 1.0 1.3

Since the dominance effect was significant (P=0.0065), we used the genotypic model
containing joint additive and dominance effects. There was a tendency of interaction between age-
group and genotype (P=0.077) and a nominally significant interaction between age-group and the
dominance effect (P=0.049). In table 4.8 (corresponding to Table 5 of paper 4) this tendency was
explored by age-group separated comparisons between the medium expression class (SLA+LGLA)
and each of the low and high expression classes. From this we observe that the interaction with
the dominance parameter is expressed as an over-dominance effect, with the medium expression
heterozygote genotypes raising the risk more than the high expression homozygote genotype
(LALA). The age-specific calculations indicates that this effect may be more pronounced for the
youngest individuals (<35 years).

Table 4.8
SLC6A4 genotype-based results. Results (odds ratios) from comparing the heterozygote genotype
SLA+LGLA (medium expression), with each of the two homozygote genotype classes in SLC6A4:
SS+SLG+LGLG (low expression) and LALA (high expression). The effects were estimated using conditional
logistic regression stratified on gender and age-group (All) or stratified on gender (separate age-groups).

P
L95 OR U95 SLA+LGLA vs. SS+SLG+LGLG SLA+LGLA vs. LALA

Age-group

All
0.011

1.1 1.7 2.6
0.079

1.0 1.4 1.9

<35
0.019

1.2 2.8 6.5
0.063

1.0 1.9 3.6

35-–49
0.16

0.8 1.7 3.7
0.019

1.2 2.4 4.8

≥50
0.37

0.7 1.4 2.6
0.45

0.5 0.8 1.4
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4.4 Results from paper 5: Slynar locus
Paper 5 exemplifies many of the aspects considered in section 3.1: genotype-based and allele-
based single-marker analysis; testing for HWE; calculation of LD; different genetic models;
haplotype analysis. Furthermore, methods for microsatellites (multi-allelic markers) are used in
combination with methods for SNPs. Also, correction for multiple testing, the use of a replication
sample, and a meta-analysis combining results from three studies are considered. In addition to
the publication (Buttenschøn et al., 2010), these results were also presented by a talk at the XVIIth
World Congress on Psychiatric Genetics (Foldager et al., 2009a).

We will not go into many details here, though, and given our conclusion regarding the use of
allele-based tests (see subsection 3.1.3), we will concentrate on genotype- and haplotype-based
results. Moreover, no convincing results were found for patients with schizophrenia and we will
therefore only show results concerns patients with bipolar disorder. The genotype and allele
counts for the genotyped SNPs are shown in the supplementary table include immediately after
paper 5 (subsection 6.5.1) in this thesis and referred to as Table 2 in the Supplementary material
in Buttenschøn et al. (2010) (in fact there is no supplementary table 1 so there is a typo here).

Concerning Hardy-Weinberg equilibrium we found that a few of the microsatellites deviated
from Hardy-Weinberg proportions. The largest deviation was for marker m5 in controls, with
a p-value of 0.002. The other deviations are barely worth mentioning but can be found in the
paper. Some of the markers were in strong LD, see Figure 4 of paper 5. Most markedly for m9
and m10 with r2s of 0.99 and 0.98 in controls but these markers were also physically very close.
Haplotypes of microsatellite marker m8 and SNP marker m9, which showed the largest difference
in frequencies between patients with bipolar disorder and controls (13% and 7%, respectively),
were also in strong LD with each other (r2 = 0.95).

4.4.1 Single-marker analysis
Two markers, m9 and m10 were significantly associated with bipolar disorder with genotype-
based p-values of 0.002 and 0.003, respectively. The minor allele (T in m9 and G in m10) was
overrepresented among cases for both markers: 14% of the patients with bipolar disorder carried
the T-allele at m9 compared with 7% of the controls, and 14% of the patients with bipolar disorder
carried the G-allele at m10 compared with 8% of the controls.

P-values on a base-10 logarithmic scale from single-marker tests are shown in figure 4.9
corresponding to Figure 2 in paper 5 (Buttenschøn et al., 2010). The impact of m9 and
m10 on disease risk was assessed by logistic regression. The saturated models (genotype-
based association) were superior to the null model but did not fit significantly better than the
corresponding additive and dominant models. A recessive genetic model was not supported.
Based on Akaike’s Information Criterion the additive genetic model was chosen and the OR
per minor allele was found to be 1.3 2.0 3.2 for m9 and 1.3 2.0 3.1 for m10. The additive effect
is multiplicative on the OR scale (exponentiated difference of log odds). Thus, the OR for
homozygous carriers of the minor allele is the square of these odds ratios, i.e. 4.0 for both markers
(m9 and m10).

Replication and refinement of association between bipolar disorder and the Slynar locus
was the main purpose of the study. This corresponds to a main null hypothesis saying that
none of the 11 markers within the Slynar region (m5-m15) are associated with bipolar disorder.
The genotypic associations with m9 and m10 both survive correction for this family of tests
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Figure 4.9

Single-marker association tests. Genotype-based and allele-wise association tests in the Danish bipolar
disorder sample with p-values plotted on a base-10 logarithmic scale.

by Hommel’s procedure (Hommel, 1988) and the corrected p-values were 0.025 and 0.030,
respectively. If the family of tests is broadened to be all 22 allelic tests, then the corrected p-
values are 0.052 and 0.063, and the results are just above the border of significance. Using
instead the FDR method by Benjamini et al. (1995), these latter corrected p-values were instead
both 0.033 and thus still indicating significant association of markers m9 and m10 with bipolar
disorder.

Furthermore, m9 showed genotypic association with bipolar disorder in the Scottish sample
(P=0.03) and in the combined Danish and Scottish sample (P=0.008). Similar to the Danish and
the UK sample (Kalsi et al., 2006), the minor allele was overrepresented in cases compared with
controls in the Scottish sample. In the combined Danish, Scottish and UK sample (918 patients
with bipolar disorder and 946 controls in total), a meta-analysis of m9 using the additive genetic
model showed an OR of 1.2 1.5 1.9 per minor allele, which was clearly statistically significant
(P=0.0003). Correspondingly, the OR for homozygous carriers of the minor allele was OR=2.2.
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4.4.2 Haplotype analysis
The distribution of several two-, three- and four-marker haplotypes were significantly different
(P<0.01) between patients with bipolar disorder and controls, see figure 4.10 (Figure 3 in
paper 5). The most significantly associated two-marker haplotype included m6-m7 (P=0.001).
This haplotype association was primarily caused by differences in the frequencies of two
haplotypes (C-C and A-G). The C-C haplotype seems to be a risk haplotype (Plocal = 0.0024)
with frequencies of 13.9% and 7.6% in patients with bipolar disorder and controls, respectively,
whereas the A-G haplotype seems to be a protective haplotype (Plocal = 0.0054) with frequencies
of 0 (unobserved) and 2.1%, respectively. The most significantly associated three- and four-
marker haplotypes also included m6-m7. However, several of the remaining significantly
associated haplotypes involved marker m9 and m10 and thus supported the results from the single-
marker analysis.

Figure 4.10

Haplotype association tests. Two-, three- and four-marker haplotype association analysis of SNPs in the
Danish sample of patients with bipolar disorder. The p-values are plotted on a base-10 logarithmic scale.
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4.5 Results from paper 6: Landscape of CACNA1C
The results shown in figure 4.11 are from single-marker trend tests and from running the
Landscape method for non-independent variables using Approach 2, see subsection 3.5.3 and
Section 3.2 of paper 6. Here we defined Zk = log(α

p ) (see Example 3.2 in Section 3 of paper 6),
where α=0.05 and p are p-values from the single-marker trend test.

We Bonferroni corrected the threshold of significance for multiple testing by dividing the
significance level α with the mean number of maximal segments, as approximated by the average
number of maximal segments in the permutation-samples. This average was 5.71 6.135 6.56.

In conclusion, the Landscape method detects a clearly significant maximal segment for
bipolar disorder in CACNA1C around rs1006737 spanning 108 kb and consisting of 26 SNPs.

Figure 4.11
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Upper: Landscape plot against base pair (bp) position on chromosome 12p13.33 for Zk = log( α

pk
) where

α = 0.05 and pk are p-values from the single-marker test shown in the lower plot. Independent and
dependent segments are indicated on the x-axis with red and blue bars, respectively. Lower: Results from
single-marker trend tests carried out in CACANA1C, none of which are significant at level α = 0.05 with
Bonferroni correction for the 204 tests (threshold indicated with the black dashed line). The green line is
from Landscape with Zk as above and using the 999,999 permutation-based p-values. Bonferroni corrected
threshold adjusted for the mean number of maximal segments (6.135) is indicated with the green dashed
line. The orange line below the plot indicates the gene region of CACNA1C.



Chapter 5

Discussion, conclusions and
perspectives

5.1 Discussion

5.1.1 Further investigation of the complement system
The complement system of activation is involved in the innate and adaptive immune defence and
is activated through three pathways activated by different kinds of attacks (bacterial surfaces,
antibody-antigen complexes and pathogen surfaces, respectively): the lectin, the classical and the
alternative pathway. In the present thesis, we investigated the involvement of two components,
MBL and MASP-2, which are both components from the lectin pathway. However, the
complement system is much more complex and consists of more than 30 proteins which are either
soluble in the blood or membrane-associated. The activation is followed by enzymatic reactions
in a sequential cascade referred to as the complement activation pathways, see Figure 1 in Sarma
et al. (2011) for an overview. In this process inactive zymogens (inactive enzyme precursors) are
cleaved and activated.

Going through the full pathway would be too lengthy but to get a feel, we will briefly
describe the lectin pathway below. Many of the components (complex proteins) are denoted
by ”C” followed by a number and for some also a letter after the number. All three pathways
converge at C3, the most abundant complex protein found in blood. Moreover, a number
of regulating factors (e.g. inhibitors) for different parts of the system are known (Sarma et
al., 2011; Mayilyan, 2012). Among these regulators are carboxypeptidases of which at least
one encoding gene CPXM2 (carboxypeptidase X (M14 family), member 2) has shown some
evidence of association with cognitive decline in schizophrenia (Hashimoto et al., 2013). Havik
et al. (2011) investigated regulators of the classical pathway and considered furthermore a set
of brain-expressed regulators of complement activity (RCA). They found association between
schizophrenia and the complement-control related genes CSMD1 and CSMD2 (CUB and Sushi
multiple domains 1 and 2). Markers within CSMD1 were also found to be genome-wide
significantly associated with schizophrenia in the first PGC meta-analysis (Ripke et al., 2011)
and have been identified as a target for regulation by miR-137 (Kwon et al., 2013). The
neuropsychological effects of CSMD1 were furthermore investigated, and it appears that it may
be involved in mechanisms related to memory and learning (Donohoe et al., 2013).

75
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The lectin pathway is initiated by ficolin-MASP-2 or MBL-MASP-2 protein complexes
(interacting proteins). The MBL or ficolin lectin binds to pathogens and induces an auto-
activation of MASP-2 which cleaves C4 into C4a and C4b. C4b attaches to the pathogens, which
leads to binding of C2. Then MASP-2 cleaves C2 into C2a and C2b, and C2a attaches to C4b to
form the C3 convertase C4bC2a. MBL and ficolin also complex with MASP-1, MASP-3 and with
a truncated MASP-2 referred to as sMAP (Matsushita, 2010) or MAp19 (Sørensen et al., 2005),
but the role of these three proteins in the lectin pathway is more uncertain. The (human) genes
encoding the lectin proteins are: MBL2 (encoding MBL), FCN1, FCN2, FCN3 (encoding ficolin-
1, -2 and -3 also known as M-, L- and H-ficolin, respectively), see Garred et al. (2009). MASP-1,
MASP-3 and MAp44 are all three encoded by MASP1 whereas both MASP-2 and MAp19 are
encoded by MASP2 (Degn et al., 2010).

We may therefore consider doing a pathway-based analysis using markers within the regions
identified by genes involved in the activation cascade. This also exemplifies one way to limit
the number of markers considered, thereby enabling a more thorough analysis of more complex
interaction patterns.

5.1.2 Simulation of data
Many methods and software have been proposed for simulation of data from multiple disease
SNPs. The best choice depends on the disease model one wants to simulate, how large regions
should be simulated, sample sizes, number of SNPs etc. As already noted, Hoban et al. (2012)
reviewed a larger collection (42 simulation packages) but their list is by no means exhaustive.
Another source, which includes some possibilities for comparing pros and cons of the methods,
is the web page of genetic simulation resources29(Peng et al., 2013).

An interesting alternative not mentioned by Hoban et al. (2012) is the HAPGEN2 by Su et
al. (2011) which uses data from reference panels of haplotype data like HapMap2, HapMap3
and 1000Genomes to obtain LD patterns similar to those observed in real data. It simulates
multiple disease SNPs on a single chromosome and may also include G×G interactions by
use of an R package SimulatePhenotypes (available only from the HAPGEN2 web page!) to
simulate phenotypes for a set of genotype data. Nevertheless, it can not be used for simulation of
environmental impacts on the disease risk and thus neither for G×E interactions.

A practical issue in connection with machine learning methods is the need of complete data,
i.e. no missing genotypes or other measures. This is not needed when using logistic regression
or other generalised linear models. The MB-MDR and logicFS softwares used for the simulation
study in paper 3 are not exceptions from this rule.

Finally, optimal methods should take genotype probabilities and thereby allow for
imprecision (or variation) of genotyping (and/or imputation) as well as avoiding the need for
complete data. This may be worth having in mind when choosing further G×E methods for
comparison.

5.1.3 The study on suicidal behaviour.
The involvement of TPH1 (rs1800532) in suicidal behaviour has often been investigated but with
inconclusive and contrary results (see references in paper 4). In accordance with many of the
studies, we did not find a significant association between rs1800532 and completed suicide, but

29http://popmodels.cancercontrol.cancer.gov/gsr

http://popmodels.cancercontrol.cancer.gov/gsr
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the inclusion of interactions revealed a more complex picture which might be a reason to the
contradicting results between studies. We found that the effect of carrying the A-allele depends
both on gender and age-group. A clearly significant protective effect of the minor A-allele was
observed in male subjects younger than 35 years, while the A-allele tended to be a risk factor for
older male subjects. In contrast to this, a protective effect was observed for females in the oldest
age-group.

Results from studies of the 5-HTTLPR genetic marker located within the SLC6A4 gene have
also been conflicting. Exploratory interaction analyses in paper 4 (Buttenschøn et al., 2013)
showed that the effects may depend on age-group. An elevated suicide risk was observed for
heterozygous individuals between 35 and 49 years compared to homozygous individuals. Further
exploration of this revealed that this effect was more pronounced in males than in females (results
not shown). The interaction analyses of the tri-allelic marker in the serotonin transporter showed
a statistically significant protective effect of the low expression genotypes for individuals below
35 years, and a statistically significant protective effect of the high expression genotype for
individuals between 35 and 49 years. Interpreting these results is not obvious, and they may
reflect some underlying unobserved factors. As far as we know, similar analyses have not been
performed by others.

5.1.4 The slynar locus.
The Slynar locus (m5-m15, see Figure 1 in paper 5) was investigated by inclusion of two
microsatellites and nine SNPs, six of which were tag SNPs (m6, m7, m9, m11, m12, m13),
i.e. SNPs covering a larger region due to high LD. The results supported the presence of a
susceptibility locus for bipolar disorder on chromosome 12q24.3 and specifically implicated a
50 kb region within the Slynar locus. The function of Slynar still appears unknown, however, and
further functional studies are needed to clarify the function of the gene and the importance of this
gene in bipolar disorder.

The two most significantly associated markers (m9 and m10) were also associated with
bipolar disorder in a UK cohort. A very high linkage disequilibrium was observed between these
two markers (r2 > 0.98). The power to detect an odds ratio of 2 for carriers of one minor allele in
an additive model was found to be 77% under assumptions of a disease prevalence of 1%, and a
14% frequency of the risk allele as observed for m9. The association of m9 was further confirmed
by replication in a Scottish sample.

No markers in the WTCCC1 bipolar disorder GWAS (Wellcome Trust Case Control
Consortium, 2007) or in the study by Sklar et al. (2008) showed any significant associations
within 12q24. One of the markers (rs1706509) from the chip used in these studies is located
in relative proximity of m9 (rs7133178). Despite the relatively short distance between these
two SNPs (3208 bp), they are in very low LD, r2 = 0.005. This might be one explanation why
no significant association with rs1706509 appeared in these studies. Another explanation could
simply be low power due to effect or sample size limitations.

5.1.5 Limitations
The main limitations are: Sample size, sample size, sample size, . . .

Single-marker genetic effects in complex mental disorders are likely to be relatively small.
Most of the samples considered in this dissertation are relatively small, and low power to detect
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real associations may therefore be the most severe limitation. Regarding doing interaction
analyses this limitation is even more pronounced.

The use of a limited number of genetic markers on the hand means that the problem regarding
multiple comparison and associated lower threshold of significance is less pronounced. So though
using a small set of markers may be seen as a limitation of the studies, it may also have its pros.

In paper 1 and 2, large variations of serum concentrations may be another power issue but
differences may also be much more pronounced from such quantitative traits. Furthermore,
exclusion of other components from the complement pathway was a limitation of this study.

In the study on completed suicide (paper 4), amplification of DNA extracted from paraffin
blocks gave some technical problems for the longer fragments and thus especially for 5-HTTLPR.
The use of frozen tissue was less problematic, unless the tissue was very badly degraded before
freezing. As a result, more samples were excluded not least in the analysis of markers from
SLC6A4. Overall, 10 % of the suicide cases were excluded completely from the study due to
degraded tissue.

For some of the control samples, there was a lack of information concerning demographics,
environmental exposures and information of ancestry. This, of course, limits the possibilities
of controlling for confounding or effect-modifying factors. This limitation can be hard to avoid
partly due to economic restraints but also simply because it may be difficult to either recruit new
controls or get the relevant measures or information for earlier collected control samples. The use
of the Danish Newborn Screening Biobank (Norgaard-Pedersen et al., 2007) is to some extent an
exception and one of the reasons why this is an exceptionally important source for Danish genetic
research. Another limitation is the use of unscreened controls, like the medical students used in
paper 4, and the use of standard controls with a possible different gender distribution than cases.

The dichotomised categorisation as patients with a specific disorder relies on observations
of symptoms. Obviously this may be subject to subjectivity and differences as to how these
symptoms are perceive by the individual. As an example the so-called positive symptoms in
schizophrenia are audio-visual misconceptions (hallucinations) and thus can not be measured
or checked. Furthermore symptoms overlap between disorders, and distinctions may not be
as clear as the binary affected/not-affected, schizophrenia/bipolar etc. categorisation propose.
Subcategories of the disorders do exist and might be used to introduce a finer partitioning of
the outcome but might be with poor quality because many subjects might be given the general
diagnosis rather than the more correct subcategory. Along the same lines the lack of information
on course and severity of the disorders can be a limitation.

5.2 Conclusions
In the following subsection we will give the main conclusions from the six papers. Overall, we
conclude that the awareness and possible inclusion of interactions may reveal relations that might
otherwise have been overlooked. The same conclusion goes for the use of multi-locus methods
and of methods summarising signals.

5.2.1 MBL and MASP-2
A very clear effect of higher MBL serum concentration in patients with schizophrenia was seen
when adjusting for the variation in MBL ascribed to MBL2 variants, see table 4.4. The level of
MBL was also higher in patients with bipolar disorder but significantly lower than in patients
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with schizophrenia. At the same time, however, the lower quantiles were lower in patients with
schizophrenia than in patients with bipolar disorder, see table 4.3, and specifically the median of
MBL was exactly the same in patients with schizophrenia as in controls but almost 200 ng/ml
higher in patients with bipolar. This is in accordance with the observation that the proportion of
patients with schizophrenia in the MBL low-producing multilocus genotype groups (19%) was
higher too, and with the fact that equally many patients with bipolar disorder (20%) were in the
low group but fewer were in the intermediate group: 23% in contrast to 28% in both controls and
patients with schizophrenia, see table 4.2.

Patients with panic disorder, on the other hand, had a remarkably and statistically significant
lower serum concentration of MBL than the three other groups. Though MBL deficiency does
not necessarily lead to development of clinical deficit symptoms, it is interesting that among
patients with panic disorder, 30% had MBL deficiency according to the <100 ng/ml limit. This
proportion was 15–18% in the three other groups, and the observation is in agreement with the
higher frequency of panic disorder patients carrying MBL2 diplotypes XA/YO and YO/YO that
are known to be associated with low MBL levels (Garred et al., 2006; Heitzeneder et al., 2012).

MASP-2 serum concentration was lower in patients with schizophrenia than in controls for
subjects carrying the D120G mutation but higher for wild-type carriers. This interaction was
significant, see table 4.5. Patients with bipolar disorder and patients with panic disorder had
equivalent MASP-2 levels, which were highly significantly lower than the concentrations seen in
patients with schizophrenia and in controls. Carrying the D120G mutation further lowered the
level in patients with panic disorder but not significantly more in patients with bipolar disorder.
Interestingly, MASP-2 levels also depended significantly on variants in MBL2 exon 1.

The differences in MBL and MASP-2 serum concentrations between controls and patients
suffering from schizophrenia, bipolar disorder or panic disorder are intriguing, but the genetic
analyses gave no definite answer as to why these levels differ. This may indicate that more insight
into the aetiologies of mental disorders can be found by analysing the complement pathway of
activation in greater detail. Since MBL deficiency is highly heterogeneous and associated with
both infectious and autoimmune states, more research is needed to identify how the complement
system could be associated with the mental disorders. Since the lectin pathway is very complex,
a functional assessment may be relevant in addition to measurement of MBL and MASP-2. The
absence of association with the functional variants in exon 1 may well be a power issue rather
than lack of true association.

In conclusion, this study supports previous studies showing increased complement activity
in patients with schizophrenia but indicates furthermore that changes in complement activity
may be associated with other mental disorders as well. However, the direction depends on the
diagnosis and may suggest aetiological heterogeneity among patients, underlining that multilocus
genotypes have to be considered. It is apparent that inclusion of additional components from the
complement system will be vital to further investigation of the association between psychiatric
disorders and the activation pathway.

5.2.2 G×E simulation study
We were able to generate genotypic data with inclusion of an environmental factor impacting the
penetrance via G×E interactions. To be totally confident, though, we still need to try to vary
some of the other variables and not least try to include epistatic changes. Moreover, we need to
further investigate how well the simulated samples comply with the penetrance model used for
the generation of affection status and not least if the effects can be found by the more involved
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data mining and machine learning methods.

Not much more can be said at this early stage of the study, but it is fair to say that patience is
a virtue when performing simulation studies. All sorts of unwanted obstacles should be expected:
software not running, bugs in scripts (both your own and others), numerical problems, server
breakdowns and so forth. Another problem is scalability of the methods with limits on the
number of factors/covariates that can be included. These limits may be software specific in
terms of restrictions defined in the programs or hardware induced by memory limits or processor
capacities. On the other hand, one of the advantages of using machine learning methods is the
possibility to search for higher order interactions without being compromised by the need to
adjust for multiple testing adjustment to a degree that the effect sizes or sample size have to be
unrealistically large.

5.2.3 Suicide study

The study presented in paper 4 (Buttenschøn et al., 2013) is one of the largest studies on
completed suicide. We investigated for association with five genetic markers located within four
genes involved in the serotonergic system. Our findings suggest that none of these genetic variants
are strong risk factors. Interaction analyses, however, indicated the importance of age and gender,
see subsection 5.1.3. To reveal a better understanding of the genes involved in suicide, we suggest
that future studies should include both genetic and non-genetic factors.

In agreement with the literature, the suicides from our study included more males than
females. More females than males had a history of contact with a psychiatric hospital, however.
In total 57 % of all suicide cases had a history of contact, and in most cases suicide was committed
within one year since last contact. This is in agreement with the large population based study by
Qin (2011).

5.2.4 Slynar study

Replication and refinement of association between bipolar disorder and the Slynar locus on
chromosome 12q24.3 was the main purpose of the study in paper 5 (Buttenschøn et al., 2010).
Two markers, m9 and m10 were significantly associated with bipolar disorder, and the most
significantly associated marker, m9, was also associated with bipolar disorder in a UK cohort and
in a Scottish replication sample. In a meta-analysis of these three cohorts, we found an odds ratio
of 1.5 for carriers of one minor allele and OR=2.2 for carriers of two minor alleles.

The distribution of several two-, three- and four-marker haplotypes was also significantly
different between patients with bipolar disorder and controls, see figure 4.10. The most
significantly associated haplotypes included m6-m7. However, several of the remaining
significantly associated haplotypes involved marker m9 and m10 and thus supported the results
from the single-marker analysis.

In conclusion the exact replication of markers associated with disease status supports 12q24.3
as a region of functional importance in the pathogenesis of bipolar disorder. Since no SNPs
analysed in the GWAS mentioned in subsection 5.1.4 were good proxies for the most significantly
associated marker, the results in paper 5 also confirm the importance of focused genotyping.
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5.2.5 Landscape method
We have developed a method to aggregate sequentially ordered statistics that may be applicable
as a complementary method when searching for candidate regions, e.g. in whole-genome studies.
We showed its potential by obtaining a statistically significant aggregated score for a region
on CACNA1C using WTCCC bipolar data (Wellcome Trust Case Control Consortium, 2007)
where the individual p-values were above even a region-based Bonferroni corrected threshold of
significance—not to mention the genome-wide threshold of 5e-8 often used. Thus, the area might
potentially have been suggested earlier by use of the Landscape method.

The assessment of significance in terms of p-values for scores of maximal segments was
generally carried out using bootstrapping, and we showed examples of how to use these
bootstrapped samples to correct for multiple testing. Compared to the correction needed when
doing e.g. all single-marker tests in a region, the size of the adjustment needed in the Landscape
method may be orders of magnitude lower. This was exemplified by the WTCCC example where
a Bonferroni correction for 204 tests diminished to correction for a mean number of maximal
segments estimated from the bootstrap samples to be just 6.135.

5.3 Perspectives
Identification of risk genes does potentially have an important impact on treatment in the future as
they may point at drug targets and maybe pave the way for designing drugs with better treatment
response and fewer adverse effects. Considerations of protein-protein interactions and G×G
interactions seem unavoidable in this endeavour. The environmental background, including G×E
interactions, may also play an important role for disease susceptibility and should be considered
both for drug designing purposes but also with prevention in mind. The long-term perspective
may be the ability to point at the most effective drug in advance of initiating treatment and thereby
avoiding long and unpleasant series of trials of treatment with various non-effective drugs. An
aspect of more thorough ethical concern which cannot be ignored is of course prenatal diagnosis
and other interpretations of genetic risk factors in clinical practice.

An important area which we have not touched upon is the use of matched cases and controls.
We did not use matched data in the studies presented in this thesis but we have had many
considerations on extending the logicFS logic regression method to the case of a matched design.
Matching is often used in epidemiological studies to ensure that cases and controls share certain
characteristics, e.g. gender and age. This is probably less common in genetic studies but at
least in Denmark the inclusion of information from registers has lead researchers to match
cases and controls in such studies, see e.g. Borglum et al. (2013). It is not obvious, though,
that this matching implies correlations between matched cases and controls with respect to
genetics. Investigations of gene-environment interactions are probably more prone to bias from
confounders but even in such cases it may sometimes be debatable whether matching leads to
improvements (Faresjö et al., 2010). However, from a statistical point of view if a matched design
was used then certainly matching should be taken into account when analysing the data. The need
to stratify may also stem from other factors than the design, e.g. geographic location, hospital
or laboratory differences in multi-site studies, batch effects and population stratification. Often
conditional logistic regressions or stratified proportional hazards models are applied to handle
this correlation. The BOSS method (Voorman et al., 2012) that we used for some calculations in
paper 3 is actually an example of efficient computations in a setup allowing for correlated errors.

Within the framework of the original logic regression, it is fairly simple to handle 1:m
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matching (but not n:m). Actually, the documentation of the LogicReg software gives this as
an example of how to implement a new scoring function by writing some lines of Fortran code
and re-compiling the LogicReg package. Of course, the latter may be a technical hurdle but it
can be done, and the implementation obtained by doing this fits the models by use of a stratified
proportional hazard model.

Family-based data is a special kind of a matched design, and a version of logic regression
adapted for the analysis of case-parent trio data was introduced by Li et al. (2009) and Li et al.
(2010a). This method has been implemented in the R Bioconductor27 package trio and uses
a case-pseudo-control approach in which each case is matched to three pseudo-controls. The
feature selection version trioFS later developed by Schwender et al. (2011a) has been added to
trio and includes importance measures (VIMs).

We believe that it will be possible and relevant to also develop a feature selection (bagging)
version of logic regression for usually matched designs—preferable for n:m matching but at least
1:m. Maybe the trick is to draw the bootstrap samples with replacement from the strata. We were
considering simply building on top of the logicFS package and maybe borrow ideas from trio
(including trioFS) but there are caveats if we consider using it on a larger scale (i.e. with many
genetic markers) due to restrictions in the Fortran part of the software. There may therefore
be more perspective in starting from scratch, so to speak. Doing so, efforts should be made to
implement effective algorithms that utilise HPC, i.e. cluster computing. We have suggested to
call such a version conditional logic regression (Foldager et al., 2010).
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MBL and MASP-2 concentrations in serum
and MBL2 promoter polymorphisms
are associated to schizophrenia

Foldager L, Steffensen R, Thiel S, Als TD, Nielsen HJ, Nordentoft M,
Mortensen PB, Mors O, Jensenius JC. MBL and MASP-2 concentrations
in serum and MBL2 promoter polymorphisms are associated to
schizophrenia.

Objective: Causative relations between infections and psychosis,
especially schizophrenia, have been speculated for more than a century,
suggesting a hypothesis of association between schizophrenia and
hereditary immune defects. Mannan-binding lectin (MBL) is a
pattern-recognition molecule of the innate immune defence. MBL
deficiency is the most common hereditary defect in the immune system
and may predispose to infection and autoimmunity. Mannan-binding lectin
serine protease-2 (MASP-2) is an MBL-associated serine protease
mediating complement activation upon binding of MBL/MASP to
microorganisms. The objective was to investigate if schizophrenia is
associated with serum concentrations of MBL and MASP-2 or with
genetic variants of the genes MBL2 and MASP2 encoding these proteins.
Methods: The sample consisted of 100 patients with schizophrenia and
350 controls. Concentrations of MBL and MASP-2 in serum were
measured and seven single nucleotide polymorphisms known to influence
these concentrations were genotyped.
Results: Significant association of disease with genetic markers was found
in MBL2 but not in MASP2. Significant difference in MBL serum
concentration was found between patients and controls when adjusting for
MBL2 haplotypes. For concentrations of MASP-2, a significant interaction
effect between a MASP2 variant and disease was found. Interestingly,
MASP-2 levels also depended significantly on variants in MBL2 exon 1.
Conclusion: This study supports previous studies showing increased
complement activity in patients with schizophrenia, indicates aetiological
heterogeneity among patients and underlines that multilocus genotypes
have to be considered when investigating effects on MBL level. It appears
that inclusion of additional components from the system of complement
activation is warranted.
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Significant outcomes

• The study support previous findings of increased complement activity in patients with schizophrenia.
• There was indication of aetiological heterogeneity among the patients.
• The results emphasise that multilocus genotypes should be used when examining for genotypic effects

on MBL serum concentration.
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Limitations

Single-gene genetic effects in complex mental disorders are likely to be relatively small. Low power to
detect real associations may therefore be the most severe limitation. The large variations of serum con-
centrations may be another power issue but differences may also be much more pronounced from such
quantitative traits. Finally, the lack of ancestry restrictions to the sample of controls is considered a minor
limitation. Information regarding demographics, on the other hand, would have been ideal in order to include
possible environmental confounders or effect-modifiers.

Introduction

Causative relations between infections and psychosis,
especially schizophrenia, have been speculated for
more than a century (1). Schizophrenia has been
associated with a number of autoimmune diseases
and a 45% increase in risk for schizophrenia has been
found for subjects with a history of autoimmune dis-
ease (2). Moreover, maternal infections during the
embryonic stage or infections in early childhood are
possible risk factors for psychosis (3–5). In a recent
paper Håvik et al. (6) observe an association with
schizophrenia for single nucleotide polymorphisms
(SNPs) in genes encoding CSMD1 and CSMD2.
These genes encode proteins with a domain struc-
ture which is seen in some control proteins of the
complement cascade, but also in a number of other
proteins outside this system. Although not explored
extensively it could be that the encoded proteins are
influencing the activity of the complement system,
e.g. a soluble form of the corresponding rat protein
was tested positive for such activity (7). Further-
more they found associations with genes from the
major histocompatibility complex (MHC) region on
chromosome 6. This study and other recent results
from large and combined studies showing associa-
tion with genetic markers in the MHC region (8–10)
are also consistent with a possible (auto)immune sys-
tem connection. Hence a hypothesis of an associa-
tion between schizophrenia and hereditary immune
defects is suggested.

Mannan-binding lectin (MBL) is a pattern-
recognition molecule of the innate immune defence.
MBL deficiency is, with a prevalence of 10%,
the most common hereditary defect in the human
immune system and may predispose to infection
and autoimmunity (11). As reviewed by Mayilyan
et al. (12) studies have shown increased activity
of the lectin pathway of complement activation
in patients with schizophrenia, mainly in com-
plexes with mannan-binding lectin serine proteases
(MASPs). Two key components in this activation
process are MBL and MASP-2 with the latter
as main initiator of the lectin complement path-
way (13). The genes encoding these proteins are

MBL2 located at 10q21.1 and MASP2 located at
1p36.22 (UCSC Genome Browser hg18, March
2006, http://genome.ucsc.edu).

The molecular basis for MBL deficiency is
reviewed in Garred et al. (14). Substantially de-
creased level of MBL is known to be associated with
the presence of three non-synonymous mutations in
exon 1 of MBL2 while three polymorphisms from
the promoter region explain much of the remaining
variation in the serum concentration of MBL. Seven
haplotypes formed by these six variants are common
and correlate with different levels of MBL. Differ-
ences in haplotype frequencies may explain some of
the variation in serum concentration seen between
humans of different ancestral origin (14).

Aim of the study

The main objective of this study was to investigate
in a Danish case–control sample if schizophrenia is
associated with concentrations of MBL and MASP-
2 in serum or with genetic variants of MBL2 and
MASP2. Subsequently we explored for a possible dis-
ease association with the protein levels after adjust-
ment for the known effect of the polymorphisms.

Material and methods

Samples

From previous genetic studies a sample of 100
patients with schizophrenia was obtained. The
patients were diagnosed with SCAN interviews (15)
fulfilling a life-time, best estimate diagnosis of
schizophrenia according to the ICD-10-DCR (16)
and the DSM-IV (17). To minimise the effect of
population stratification, recruitment was restricted
to individuals of Danish ancestry for three gen-
erations. A sample of 350 healthy, psychiatrically
unscreened Danish volunteer blood donors (controls)
was obtained. In Denmark a health questionnaire
must be completed and approved before blood dona-
tion. This ensures that none of the donors suffers
from a current infectious disease. Due to restrictions
defined by the ethical committees, ethnic origin is
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Fig. 1. Positions and frequencies of genetic markers in MBL2. Reference names and positions for the genetic markers in MBL2
located at 10q21.1. The positions are relative to the untranslated (UTR) start position of exon 1. Allele frequencies of the rare
alleles are given for controls and patients with schizophrenia.

unknown for the controls but they are expected to be
mainly Western European descent. For the same rea-
son no information on demographics is available. The
studies were approved by the Danish Data Protection
Agency and by the Danish Ethical Committees and
the work has been carried out in accordance with the
Helsinki Declaration.

DNA extraction and genotyping

Genomic DNA was extracted from whole blood
using the Maxwell 16 System Blood DNA Purifi-
cation Kit (Promega, Madison, WI, USA). Genotyp-
ing was performed using real-time polymerase chain
reaction (rt-PCR) with TaqMan SNP Genotyping
Assays (Applied Biosystems, Foster City, CA, USA).

MBL2 –D (codon 52, rs5030737), MBL2 –B
(codon 54, rs1800450), MBL2 –C (codon 57, rs18004
51), MBL2 –H/L (−550, rs11003125), MBL2 –X/Y
(−221, rs7096206) and MBL2 –P/Q (+4, rs127801
12) were genotyped using previously described
assays (18–20). Genotyping for the MASP2 muta-
tion D120G [nucleotide 359 A to G (359 A/G)] was
carried out in a similar way (19). The positions of
the markers in MBL2 are shown in Fig. 1.

For all TaqMan assays, DNA amplification was
carried out in 384-well plates with 5 μl PCR con-
taining 20 ng DNA, 0.9 μM primers and 0.2 μM
probes (final concentrations). Reactions were per-
formed with the following protocol on a GeneAmp
PCR 9700: 95◦C for 10 min, followed by 40 cycles
of 95◦C for 15 s and 60◦C for 1 min. To deter-
mine genotypes, endpoint fluorescence was read on
the 7900 HT Sequence Detection Systems using SDS
software version 2.3.

Haplotypes of the MBL2 gene were identified
(Table 1). Due to linkage disequilibrium, only seven
haplotypes (HYPA, LYQA, LYPA, LXPA, LYPB,
LYQC and HYPD) are commonly found, with HYPA
being the most frequent in samples of European
ancestry. In controls, nevertheless, an additional hap-
lotype LYPD was found in a single individual.
This sample was re-genotyped to exclude genotyp-
ing errors. LYPD has also been found in a few other
studies (21–23). Recently Boldt et al. (24) explored
the evolution of MBL2 haplotypes and proposed

Table 1. MBL2 haplotype and multilocus genotype frequencies: counts (proportions)

MBL2 haplotype Controls (N = 349) Patients (N = 100)

HYPA 223 (0.32) 47 (0.23)
LYPA 35 (0.05) 12 (0.06)
LYQA 141 (0.20) 35 (0.17)
LXPA 139 (0.20) 53 (0.27)
HYPD 51 (0.07) 10 (0.05)
LYPB 100 (0.14) 38 (0.19)
LYQC 9 (0.01) 5 (0.03)
Total 698 200

Multilocus genotype
High level of MBL
YA/YA 119 (0.34) 17 (0.17)
YA/XA 77 (0.22) 36 (0.36)
Total 196 (0.56) 53 (0.53)

Intermediate
XA/XA 15 (0.04) 4 (0.04)
YA/YO 84 (0.24) 24 (0.24)
Total 99 (0.28) 28 (0.28)

Low/insufficient
XA/YO 32 (0.09) 9 (0.09)
YO/YO 22 (0.06) 10 (0.10)
Total 54 (0.15) 19 (0.19)

The rare alleles are marked with bold type and the O-allele is any of the D, B and
C variants of exon 1. Multilocus genotypes are grouped with respect to their known
association with high, intermediate or low/insufficient level of MBL in serum.

a phylogenetic nomenclature to standardise studies
related to MBL2. They suggest that LYPD probably
is the product of a recent intragenic recombination
event between HYPD and LYPA or LYPB. How-
ever, we excluded this individual rather than dealing
with this extra haplotype. Two-marker haplotypes
with mutant alleles (YB, YC and YD) were combined
and collectively represented as YO, the other haplo-
types being YA and XA. Genotypes based on these
haplotypes were classified according to their known
association with high (YA/YA, YA/XA), intermedi-
ate (XA/XA, YA/YO) or low/insufficient (XA/YO,
YO/YO) MBL concentrations (25).

Concentration of MBL and MASP-2 in serum

Concentrations of MBL and MASP-2 in serum were
determined as previously described (26). In brief, the
method used was time resolved immunofluorometric
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assay (TRIFMA). For MBL assessment, serum sam-
ples, diluted 100-fold, were applied onto microtitre
wells pre-coated with the polysaccharide, man-
nan, from baker’s yeast. MBL binds through its
carbohydrate-recognition domains and the bound
MBL is detected with biotin-labelled monoclonal
anti-MBL antibody, followed by europium-labelled
streptavidin and time resolved fluorometry. MBL
concentration was determined with a detection limit
of 10 ng MBL/ml serum. Serum was missing for two
of the patients.

MASP-2 concentration was also measured by
TRIFMA (27). In brief, microtitre wells were coated
with monoclonal anti-MASP-2 (MAb 8B5 against
the C-terminal domains of MASP-2). Serum sam-
ples, diluted 40-fold, were applied, and bound
MASP-2 was detected with biotin-labelled anti-
MASP-2 (MAb 6G12 against the N-terminal domain
of MASP-2), followed by europium-labelled
streptavidin.

MBL deficiency classification is still an open ques-
tion (28) and various serum levels have been sug-
gested: <10, <50, <100 and <500 ng/ml. Often the
detection limit of the specific assay has been used
but no clinical data supports such a definition (29),
and the clinical relevance may depend on the dis-
ease investigated (11). Only a minor part of deficient
individuals become affected clinically. The follow-
ing MBL levels will be referred to as: very low/
deficient: <100, low: 100–400, normal: >400 ng/ml
(http://www.ssi.dk).

Statistical analysis

Single-marker genotypic associations were assessed
using logistic regression assuming an additive model
on the log scale. The resulting odds ratio (OR) indi-
cates the effect of each extra copy of the rare allele.
Hence, the OR between the two homozygote variants
is the square of the reported OR. Similarly, the addi-
tive effects of having 0, 1 or 2 copies for each of the
seven haplotypes were considered. Linkage phase of
haplotypes was assumed known although validity of
the identified haplotypes was also checked by infer-
ring phased haplotypes from genotypes with BEA-
GLE 2.1.3 (30). We ran BEAGLE 1000 times using
a different seed (random starting point) for each run
and observed that the multilocus genotypes matched
perfectly in all runs (results not shown). Additive
effects for each of m multiple SNPs were tested by
an m df χ2-test that has a corresponding score test
which is a generalisation of the Armitage test (31).

The distributions of MBL and MASP-2 serum
concentration were markedly skewed and clearly
violate any assumption of a symmetric distribu-
tion (e.g. a normal distribution). Concentration of
MBL and MASP-2 in serum were therefore anal-
ysed on log-transformed data. Standard analysis of
variance (linear regression) was used for the analy-
sis of MASP-2 concentration while Tobit regression
analysis (32) was applied to handle the bulk of obser-
vations below the MBL 10 ng/ml detection limit
(Fig. 2) by censoring techniques. A categorisation
as indicated in the preceding subsection would also

Fig. 2. Distribution of MBL and MASP-2 serum concentration. Concentration of MBL and MASP-2 in serum for controls and
patients with schizophrenia. Before logarithmic transformation, concentrations were measured in ng protein/ml serum. The vertical
lines in the left panel indicate: below MBL detection limit (<10 ng/ml), very low/insufficient MBL level (<100 ng/ml), low MBL
level (100–400 ng/ml) and normal MBL level (>400 ng/ml). Histogram, box-plot and scatter plot of the observed concentrations
are given for each protein and separately for patients and controls.
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solve this problem but at the expense of continuity
(information loss). Estimated median serum concen-
trations are presented after back-transformation with
the exponential function.

Logistic regression was used for analyses of
dichotomous traits of MBL deficiency status (</≥100
ng/ml) and MBL serum detection status (</≥10
ng/ml).

Statistical analyses were carried out using the soft-
ware package R (http://www.r-project.org) and with
a 5% level of significance. To account simultaneously
for the nine different SNP and haplotype association
tests permutation adjusted p-values were calculated
using a step-down maximum-statistics approach cor-
responding to the algorithm from Box 2 in Dudoit
et al.’s study (33). For serum concentration analy-
ses solely nominal p-values were reported but these
can be interpreted using the following Bonferroni
thresholds: 0.01 for tests concerning MBL serum
concentration and 0.0125 for tests concerning serum
concentration of MASP-2. The following tests were
primarily included to ease comparison with earlier
studies and should be considered exploratory only
in the context of multiple testing: two-marker haplo-
types (YA/XA/YO), the A/O pseudo-marker and the
tests of multiple SNPs.

Results

Haplotypes and multilocus genotypes

Allele frequencies of the genetic markers in MBL2
are shown in Fig. 1. The most common mutation
allele in exon 1 is B, while the D allele is common
and the C allele is rare. With seven haplotypes there
are 28 possible multilocus genotypes but 2 of these
(LYPA/LYQC and LYQC/LYQC) were not observed.

Frequencies of haplotypes in the MBL2 region
are shown in Table 1. With 26 categories on only
100 and 350 individuals many of these will turn out
having low expected counts and analyses using this
26 level variable would therefore be problematic.
Grouping multilocus genotypes by X/Y and A/O
has previously been used (34). Frequencies of the
resulting six genotype groups are shown in Table 1.
None were homozygous for the MASP2 mutation
allele 359 G/G. However, this is within expectations
under Hardy–Weinberg proportions. The proportions
of 359 A/G heterozygote individuals were 12% in
patients and 9% in controls.

Association analysis

Results from the trend test of disease association
with single- and multilocus genetic markers in MBL2
are shown in Table 2. Significant association was
found for the H/L marker and nominally for the X/Y

Table 2. Trend tests (1 df χ 2) for association of schizophrenia with MBL2 single-locus
and multilocus genetic markers by use of logistic regressions with an additive effect
on a log scale of the rare allele (marked with bold type)

Locus p-Value OR (95% CI) Adjusted p-value

Single
H/L (m1) 0.0060 0.63 (0.45–0.88) 0.048
X/Y (m2) 0.047 1.46 (1.01–2.12) 0.25
P/Q (m3) 0.65 0.91 (0.61–1.34) 0.82
A/D (m4) 0.24 0.68 (0.32–1.29) 0.71
A/B (m5) 0.14 1.34 (0.90–1.95) 0.60
A/C (m6) 0.24 1.99 (0.60–5.90) 0.71
A/O (m7)∗ 0.32 1.19 (0.84–1.68) —

Multi†

HYPA 0.023 0.67 (0.47–0.95) 0.17
LYPA 0.59 1.20 (0.59–2.27) 0.82
LYQA 0.39 0.84 (0.55–1.25) 0.72
YA‡ 0.011 0.66 (0.48–0.91) —

OR measure the effect of each extra copy of the rare allele and OR between the
two homozygote variants is therefore this value squared. Permutation adjusted p-
values from a step-down max-statistics procedure accounts simultaneously for the
corresponding nine null hypotheses.
∗The O-allele of the A/O marker is any of the D, B and C variants of MBL2 exon 1.
†LXPA, HYPD, LYPB and LYQC are identifiable with m2, m4, m5 and m6, respectively.
‡XA and YO are identifiable with m2 and m7, respectively.

marker. None of the SNPs in MBL2 exon 1 were
significantly associated with schizophrenia, possibly
due to lack of power.

An exploratory analysis of multiple SNPs also
showed nominal significant disease association with
the three promoter region markers (p = 0.016) and
for the X/Y marker combined with A/O (p = 0.030).
It turns out that under the present conditions, the
model for multiple SNPs with a trend parameter for
each of the six single markers is simply another
parameterisation of the model containing a trend
parameter for each of the seven haplotypes (see
Appendix S1, Supporting Information). The HYPA
and YA haplotypes showed nominal significant pro-
tective effects against schizophrenia.

For MASP2 no significant disease association was
found although the proportion of 359 A/G heterozy-
gotes was higher in patients.

Concentration of MBL and MASP-2 in serum

The median (and range) of the observed MBL con-
centration in serum for the three groups (high, inter-
mediate and low/insufficient) determined by X/Y and
A/O were: 2319.5 (202–12216), 446 (<10–1818)
and <10 (<10–190) in patients; 2639 (557–15615),
538.5 (93–2558) and <10 (<10–444) in con-
trols. The distribution of (log-transformed) MBL and
MASP-2 serum concentrations are shown in Fig. 2.

Table 3 shows the results from Tobit regres-
sion analysis of MBL concentration in serum. As
anticipated, significant single-marker and haplotype
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Table 3. Association of MBL serum concentration with schizophrenia after adjustment
for MBL2 genetic variants (models 2, 3 and 4) as well as unadjusted (model 1)

MBL models Parameters Coefficient (95% CI) Test statistic p-Value

Model 1 Schizophrenia −0.011 (−0.494 to 0.472) −0.045 0.96
Intercept 6.370 (6.144 to 6.597)

Model 2∗ Schizophrenia 0.213 (0.029 to 0.398) 2.26 0.024
Intermediate −1.672 (−1.845 to −1.500)
Low −5.345 (−5.584 to −5.106)
Intercept 7.696 (7.588 to 7.803)

Model 3† Schizophrenia 0.412 (0.199 to 0.625) 3.79 1.5e-4
XA −1.318 (−1.478 to −1.159)
YO −3.107 (−3.266 to −2.947)
Intercept 8.345 (8.201 to 8.489)

Model 4 Schizophrenia 0.493 (0.291 to 0.694) 4.79 1.7e-6
LYPA −0.337 (−0.601 to −0.074)
LYQA 0.075 (−0.089 to 0.240)
LXPA −1.300 (−1.464 to −1.135)
HYPD −2.364 (−2.609 to −2.119)
LYPB −3.388 (−3.579 to −3.197)
LYQC −3.404 (−3.893 to −2.916)
Intercept 8.317 (8.128 to 8.506)

Testing 4 vs. 3‡ 57.5 9.6e-12

The additive effects of having 0, 1 or 2 copies for each of the specific haplotypes enter
in the model 3 and 4.
∗High level multilocus genotypes: YA/YA and YA/XA; intermediate: XA/XA and YA/YO;
low: XA/YO and YO/YO.
†The O-allele of the A/O marker is any of the D, B and C variants of MBL2 exon 1.
‡Deviance test (chi-square on 4 df) of the reduction from model 4 to model 3.

associations with MBL concentration were found
with effects in the expected direction (results not
shown). MBL concentrations in serum were not sig-
nificantly different between patients and controls
per se (model 1) with estimates of the median at
584 ng/ml [confidence interval (CI): 443–717] and
578 ng/ml (CI: 296–831), respectively (Table S1,
Supporting Information). However, when adjusted
for the additive effect of MBL2 haplotypes the
patient/control effect on MBL serum concentrations
turned out being highly significant (model 4: p =
1.7e-6) with a higher concentration in patients. Esti-
mated median MBL concentrations in serum for each
of the 26 observed multilocus genotypes are shown
in Table S1. To ease comparison to other studies,
we also show results obtained by use of the coarser
X/Y-A/O groups.

The median (and range) of MASP-2 observed in
patients and controls were 425 ng/ml (74–1467) and
417 ng/ml (125–1152), respectively. As expected,
MASP-2 concentrations depended significantly on
the MASP2 genotypes (Table 4 model 2) and, sur-
prisingly and interestingly, on MBL2 genotypes
(Table 4 model 4). Using a backward elimination
procedure we found the effect of MBL2 genotypes
to be well captured by an additive effect of the O
variant, i.e. number of alleles (0, 1 or 2) of any of the
three mutations in MBL2 exon 1 (results not shown).

Table 4. Regression analysis of (log-transformed) MASP-2 concentration in serum
against the following independent variables: patients with schizophrenia versus
controls, carrier of the rare MASP2 G-allele (A/A and A/G) and number of MBL2 exon
1 O-alleles (A/A: 0, A/O: 1 and O/O: 2) where the O-allele is any of the D, B and C
variants of MBL2 exon 1

MASP-2
models Parameters Coefficient (95% CI)

Test
statistic∗ p-Value

Model 1 Schizophrenia 0.071 (−0.023 to 0.165) 1.49 0.14
Intercept 6.020 (5.976 to 6.064)

Model 2 Schizophrenia 0.083 (−0.002 to 0.169) 1.92 0.055
MASP2 A/G −0.594 (−0.714 to −0.475)
Intercept 6.075 (6.034 to 6.116)

Model 3 SZ : MASP2 A/G −0.354 (−0.628 to −0.080) −2.54 0.011
Schizophrenia (SZ) 0.121 (0.032 to 0.211)
MASP2 A/G −0.505 (−0.642 to −0.368)
Intercept 6.067 (6.025 to 6.108)

Model 4 MBL2 O 0.115 (0.060 to 0.170) 4.12 4.46e-5
SZ : MASP2 A/G† −0.358 (−0.627 to −0.088)
Schizophrenia (SZ) 0.112 (0.024 to 0.200)
MASP2 A/G −0.502 (−0.637 to −0.367)
Intercept 6.014 (5.965 to 6.062)

∗Wald tests evaluated in a t-distribution with df equal to the difference between the
number of subjects (349 + 98 = 447) and number of parameters in the model (e.g.
444 df in model 2).
†Here ‘V1: V2’ represents the interaction effect between V1 and V2.

MASP-2 concentrations in serum for patients and
controls were not significantly different (Table 4).
However, we found a significant interaction (p =
0.011) between MASP2 genotype and patient/
control status (Table 4 model 3). Applying a forward
inclusion procedure, the final model contained this
interaction effect and also the additive effect of the
MBL2 variant (Table 4 model 4). Table S2 contains
estimates of median MASP-2 serum concentrations
from this final model and also results from the model
without MBL2 adjustment (Table 4 model 3) and
with patient/control status only (Table 4 model 1).
The 359 A/G variant was associated with lower
MASP-2 concentrations in serum whereas mutations
in MBL2 exon 1 were associated with a higher level
of MASP-2. The effect of the D120G mutation was
stronger in patients than in controls (the interaction
effect) and actually the difference between patients
and controls within MASP2 genotype changes direc-
tion. Specifically MASP2 A/A patients have higher
median MASP-2 concentration than the controls
whereas this median is lower than controls for
patients carrying the 359 A/G variant (Table S2).

MBL deficiency

Inherited MBL deficiency defined as homozygos-
ity for either of the mutations in MBL2 exon 1
(YO/YO in Table 1) was observed in a relatively high
proportion (10%) of the patients although not signif-
icantly higher than in controls (6%). The proportion
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in controls is in line with the 5% detected from
another Danish sample (35).

Distribution of MBL concentrations on the cate-
gories very low (<100), low (100–400) and nor-
mal (>400 ng/ml) is indicated in Fig. 2. With a 100
ng/ml cut-off (very low ) 18% of the patients were
deficient. Yet, this is not a significantly higher frac-
tion than the 15% seen in controls.

Fifty-three individuals (12%) had MBL concen-
trations below the 10 ng/ml detection limit. This is
usually seen in 10–15% of investigated individu-
als and is not a problem specific to this study. The
proportion was not significantly different in patients
(13%) and controls (11%). All O/O homozygous sub-
jects except one belonged to this group. Amongst the
22 other of these 53 individuals, 21 (95%) carried
the XA/YO genotype. All subjects with YA/YA had
concentrations above the detection limit.

Discussion

Changes in inflammatory-related pathways have long
been suggested to have a role in the pathophysiology
of schizophrenia but there is no clear understanding
as to which specific inflammatory-related pathways
are involved or how they can precipitate the onset
of the disorder. Activation of the peripheral innate
immune cytokine pathways whether as a result of
an immune challenge or stress leads to increased
proinflammatory cytokine production and decreased
neurotrophic support and neurogenesis in brain areas
important to behaviour and cognition (36). In this
study we attempt to link parameters of inflammation
in the innate immune pathway with schizophrenia.

Constitutional, MBL levels of individuals with
identical MBL2 genotypes may vary 10-fold point-
ing to limitations in studies relying on genotyping
only. Indeed, the lectin pathway of complement acti-
vation comprises several factors other than MBL.
The associated serine proteases (MASP-1, MASP-
2 and MASP-3) are thus required for the down-
stream transmission of the activation signal. Besides
MBL, further three other recognition proteins, H-,
L- and M-ficolins, may also initiate the lectin path-
way. Apart from MBL our study included estima-
tion of the main serine protease, MASP-2. It would
have been satisfactory to include also MASP-1 in
this study but to our knowledge nobody has yet
been able to produce specific anti-MASP-1 antibod-
ies. Thus, unfortunately, it is not possible to analyse
for this component and as there is no assay, there is
no literature on this. The involvement of the lectin
pathway of the complement system was suggested
by Mayilyan et al. (37). They found that the overall
activity of the classical pathway as well as the C4
cleaving activity of MBL-MASP-2 complexes caught

on a surface of mannan was elevated in patients
with schizophrenia. Ideally, the remaining proteins
in the pathway ought to be investigated and func-
tional assessment would be relevant too (28). With
regards to a more general measurement of comple-
ment factors in schizophrenia only very few studies
have been performed and all with small sample sizes
of less than 100 individuals (12).

The concentration of MBL was higher in patients
when accounting for genetic variants of MBL2 but
the proportion of subjects in the MBL low-producing
multilocus genotype groups was higher too, i.e.
pointing toward increased risk of MBL deficiency
indicating aetiological heterogeneity among patients.
The genetic disease association was only significant
for MBL2 promoter region SNPs but the absence
of association with the functional variants in exon 1
may be a power issue more than lacking true associa-
tion. The frequency of the common HYPA haplotype
was notable lower in patients (23%) as compared
to controls (32%), in parallel with an increased fre-
quency of especially LXPA and LYPB. The lower
frequency of patients in the high level producing
YA/YA group is largely compensated although by
a higher frequency in the other high level producing
group YA/XA. Therefore multilocus genotypes have
to be considered when analysing for effects on MBL
level. We investigated if the simplification by con-
sidering only X/Y and A/O markers was statistically
justified by backward elimination from the saturated
model but found this reduction to be significantly
too coarse (results not shown). Thus, the detailed
genotype grouping was preferred and in view of the
estimates (Table S1) we recommend using the finer
grid in future studies. Also, the recent work by Boldt
et al. (24) should be taken into consideration.

A very clear effect of higher MBL serum con-
centration in patients with schizophrenia was seen
when adjusting for the variation in MBL ascribed to
MBL2 variants. This may indicate that more insight
into the aetiology of schizophrenia can be found by
analysing the complement pathway of activation in
greater detail. As schizophrenia is a polygenic dis-
ease (9) it is possible that there are variants in the
genes coding for other complement components that
are both associated with the disease and with elevated
levels of MBL.

MASP-2 serum concentration was lower in patients
than in controls for subjects carrying the D120G
mutation but higher for wild-type carriers. This inter-
action was significant. In a sample of 492 Danes the
allele frequency of the mutation was 3.6% but none
were homozygous for the mutation and the clinical
relevance of MASP-2 deficiency is uncertain (38).
Interestingly, MASP-2 levels also depended signif-
icantly on variants in MBL2 exon 1. This has not
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been reported before and we do not at present have
a plausible explanation for this. It will be exciting to
follow if other research groups find similar effects.

The findings from this study indicate an asso-
ciation between schizophrenia and components of
the complement system, and future studies should
explore the interplay between immunity-related
genes in the human leukocyte antigen (HLA) region
and key components in the lectin pathway. This
would be of interest as the various individual MHC
molecules encoded by the HLA region present a
key factor of the adaptive immune system whereas
the lectin pathway represents the innate immune
system. The recent study by Håvik et al. (6) sec-
onds this with findings of significant association
between schizophrenia and immunity-related genes
both within and outside the HLA region.

In conclusion this study supports previous studies
showing increased complement activity in patients
with schizophrenia, it indicates aetiological hetero-
geneity among patients and underline that multilocus
genotypes have to be considered when the effect
on MBL level is investigated. It is apparent that
inclusion of additional components from the comple-
ment system will be vital to investigate further the
association between schizophrenia and the activation
pathway.
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Supplementary Methods 

In the present study we observe seven haplotypes HYPA, LYPA, LYQA, LXPA, HYPD, 

LYPB and LYQC from the six SNPs H/L, X/Y, P/Q, A/D, A/B and A/C. We will refer to 

these six SNPs by their rare allele: H, X, Q, D, B and C, respectively. The latter three are 

positioned in MBL2 exon 1 and never occurs in the same chromosome, i.e. these can be seen 

as one 4-allelic marker and explains why the haplotypes can be represented by 4 alleles. 

Formally these would be HYPAAA, LYPAAA, LYQAAA, LXPAAA, HYPDAA, LYPABA 

and LYQAAC. We will code genotypes and multilocus genotypes by the number of rare 

alleles, i.e. 0 (C/C), 1 (C/R) and 2 (R/R) where C and R denotes the common and rare allele, 

respectively. Obviously, each individual carry exactly two of these haplotypes: 0, 1 or 2 of 

each. Thus, with the 0/1/2 coding the sum of the seven possible haplotypes will be two for 

each individual. Clearly, the following set of seven equations is therefore true: 

LYQCLYPBHYPDLXPALYQALYPAHYPA

LYQCC

LYPBB

HYPDD

LYQCLYQAQ

LXPAX

LLYQCLYPBLXPALYQALYPAHYPDHYPAH

++++++=

=

=

=

+=

=

−=++++−=+=

2

2)(2

 

A direct calculation now gives that the model for multiple SNPs with a trend parameter for 

each of the six single markers, logit(p) = α0 + α1H + α2X + α3Q + α4D + α5B + α6C, can be re-

parameterised to the model containing a trend parameter for each of the seven haplotypes, 

logit(p) = β0 + β1LYPA + β2LYQA + β3LXPA + β4HYPD + β5LYPB + β6LYQC, with β0 = 

α0+2α1, β1 = - α1, β2 = α3 - α1, β3 = α2 - α1, β4 = α4, β5 = α5 - α1, and β6 = α6 + α3 - α1. 
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Supplementary Tables 

Supplementary table legends  

Supplementary Table 1. Estimated median MBL concentration in serum. 

Median MBL concentration in serum (ng/ml) estimated from Tobit regressions (on log-

transformed data) with patients and controls specific means and an additive effect of 

haplotypes (Table 3 model 4). The 95% confidence intervals in the parentheses were 

estimated by use of the normal approximation on results from ordinary bootstrapping with 

10000 replicates (Davison, A.C., Hinkley, D.V., Canty, A.J., Bootstrap methods and their 

application, Cambridge University Press, Cambridge, 1997). Results from using only the two 

markers X/Y and A/O (Table 3 model 3) are given before the corresponding four-marker 

multilocus genotype groups (e.g. YA/YA corresponds to YA=2, XA=YO=0). The results in 

the first row (Any) are from the model with only patient/control status as a factor (Table 3 

model 1). 

 

Supplementary Table 2. Estimated median MASP-2 concentration in serum. 

Median MASP-2 concentration in serum (ng/ml) estimated from regressions analysis (on log-

transformed data) with patients, controls and MASP2 genotype specific means (interaction 

effect) and a linear effect of the O variant (A/O) in MBL2 exon 1 (Table 4 model 4). The 95% 

confidence intervals (in the parentheses) were estimated by use of the normal approximation 

on results from ordinary bootstrapping with 10000 replicates. Results obtained from Table 4 

model 3 (patient/control; MASP2 genotype and the interaction effect) are given before the 

corresponding combination with MBL2 genotype (MASP2 A/A and MASP2 A/G rows)).  The 

results in the first row (Any) are from Table 4 model 1 which only includes the patient/control 

factor (i.e. any genotype combination). 
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Supplementary Table 1. Estimated median MBL concentration in serum. 

MBL2 genotype Controls (N = 349) Patients (N = 98) 

   

Any 584 (443 - 717) 578 (296 - 831) 

   

YA/YA 4210 (3649 - 4754) 6357 (4907 - 7729) 

HYPA/HYPA 4092 (3438 - 4733) 6698 (5017 - 8277) 

HYPA/LYPA 2920 (1819 - 3923) 4780 (2897 - 6474) 

HYPA/LYQA 4412 (3863 - 4961) 7221 (5514 - 8836) 

LYPA/LYPA 2084 (413 - 3485) 3411 (723 - 5658) 

LYQA/LYPA 3148 (1965 - 4229) 5153 (3103 - 7000) 

LYQA/LYQA 4757 (3553 - 5731) 7785 (5437 - 9979) 

   

YA/XA 1126 (990 - 1261) 1701 (1370 - 2019) 

HYPA/LXPA 1116 (974 - 1253) 1826 (1449 - 2179) 

LYPA/LXPA 796 (493 - 1069) 1303 (805 - 1749) 

LYQA/LXPA 1203 (1 030 - 1370) 1969 (1523 - 2386) 

   

XA/XA 301 (221 - 378) 455 (322 - 580) 

LXPA/LXPA 304 (228 - 375) 498 (357 - 627) 

   

YA/YO 188 (156 - 219) 285 (221 - 344) 

HYPA/LYPB 138 (109 - 165) 226 (169 - 279) 

LYPA/LYPB 99 (56 - 136) 161 (93 - 222) 

LYQA/LYPB 149 (117 - 179) 244 (180 - 303) 

HYPA/LYQC 136 (31 - 226) 223 (43 - 375) 

LYQA/LYQC 147 (35 - 243) 240 (47 - 405) 

HYPA/HYPD 385 (259 - 498) 630 (380 - 851) 

LYPA /HYPD 275 (139 - 393) 449 (216 - 650) 

LYQA /HYPD  415 (278 - 538) 679 (405 - 922) 

   

XA/YO 50 (38 - 62) 76 (56 - 95) 

LXPA/HYPD 105 (68 - 138) 172 (102 - 233) 

LXPA/LYPB 38 (28 - 47) 62 (44 - 78) 

LXPA/LYQC 37 (7 - 63) 61 (10 - 104) 

   

YO/YO 8 (5 - 11) 13 (8 - 17) 

HYPD/HYPD 36 (10 - 58) 59 (13 - 97) 

HYPD/LYPB 13 (8 - 18) 21 (12 - 29) 

HYPD/LYQC 13 (2 - 22) 21 (2 - 37) 

LYPB/LYPB 5 (3 - 6) 8 (4 - 10) 

LYPB/LYQC 5 (1 - 8) 8 (1 - 13) 
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Supplementary Table 2. Estimated median MASP-2 concentration in serum. 

MBL2 genotype Controls (N = 349) Patients (N = 98) 

   

Any 412 (395 - 428) 442 (394 - 488) 

   

MASP2 A/A 431 (415 - 448) 487 (438 - 533) 

A/A 409 (390 - 428) 457 (409 - 503) 

A/O 459 (437 - 480) 513 (461 - 563) 

O/O 515 (466 - 563) 576 (502 - 648) 

   

MASP2 A/G 260 (223 - 295) 206 (146 - 261) 

A/A 247 (214 - 279) 194 (139 - 245) 

A/O 278 (239 - 315) 217 (157 - 274) 

O/O 312 (259 - 362) 244 (173 - 309) 
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a b s t r a c t

Background: Mannan-binding lectin (MBL) and mannan-binding lectin-associated serine protease-2
(MASP-2) represent important arms of the innate immune system, and different deficiencies may result
in infections or autoimmune diseases. Both bipolar and panic disorders are associated with increased
inflammatory response, infections and mutual comorbidity. However, associations with MBL, MASP-2 or
the gene, MBL2, coding for MBL, have not been investigated thoroughly.
Methods: One hundred patients with bipolar disorder, 100 with panic disorder and 349 controls were
included. Serum concentrations of MBL and MASP-2 were measured and seven single nucleotide poly-
morphisms (SNPs) influencing these concentrations were genotyped. Disease association with genetic
markers and serum levels were investigated.
Results: In panic disorder, we observed a large proportion (30%) of MBL deficient (o100 ng/ml)
individuals and significantly lower levels of MBL and MASP-2 plus association with the MBL2 YA two-
marker haplotype. Bipolar disorder was associated with the MBL2 LXPA haplotype and lower MASP-2
levels.
Limitations: No information on course or severity of disorders was included, and only MBL and MASP-2
were measured, excluding other components from the complement pathway. Restrictions defined by
ethnical committees preclude information of control's ethnic origin.
Conclusions: Significant differences in MBL and MASP-2 concentrations were observed between cohorts,
especially an intriguing finding associating panic disorder with MBL deficiency. These differences could not
be fully explained by allele or haplotype frequency variations. Since MBL deficiency is highly heterogeneous
and associated with both infectious and autoimmune states, more research is needed to identify which
complement pathway components could be associated with bipolar respectively panic disorder.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

Mannan-binding lectin (MBL) deficiency is the most common
hereditary defect in the human innate immune system with an
estimated prevalence of 10–30%, depending on definition (Thiel
et al., 2006). The heterogeneity of MBL deficiency is emphasized in
recent studies, since it may increase the susceptibility for both

infections and autoimmune states (Heitzeneder et al., 2012;
Mayilyan, 2012).

Several lines of evidence suggest that infection, inflammation and
autoimmunity may contribute to the aetiology of schizophrenia
(Benros et al., 2011, 2012; Fillman et al., 2013), and in a recent study,
we associated schizophrenia with MBL and mannan-binding lectin-
associated serine protease-2 (MASP-2), two key components of the
lectin pathway of complement activation (Foldager et al., 2012).

The aetiology of both bipolar (Leboyer et al., 2012) and panic
respectively anxiety disorder (Salazar et al., 2012; Chen et al.,
2013) is suspected to be associated with an inflammatory state,
and autoimmune processes and infections may precede bipolar
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disorder (Eaton et al., 2010) and other mood disorders (Benros
et al., 2013). In addition, it is well established that panic disorder
comorbidity exists in patients with bipolar disorder (Simon
et al., 2004; Young et al., 2013) and schizophrenia (Young et al.,
2013). Although the importance of infectious, inflammatory and
autoimmune states in the aetiology of mood disorders has been
intensively investigated (Krishnadas and Cavanagh, 2012; Leboyer
et al., 2012; Salazar et al., 2012), recent reviews have emphasized
the need of detecting affected subgroups and identifying which
part of the immune system that may be affected (Heitzeneder
et al., 2012; Leboyer et al., 2012). Since defects within the
complement pathway may increase the susceptibility to infections
and autoimmunity, and inflammation is inherent to both states
(Galli et al., 2012), we hypothesize a possible aetiological connec-
tion between MBL deficiency and mood disorders. To our knowl-
edge no studies have specifically investigated for association
between panic disorder and MBL or MASP-2.

The purpose of the present study was to explore if deficiencies
of MBL or MASP-2 could be identified in a sample of patients with
bipolar disorder or panic disorder.

2. Material and methods

The methods used for genotyping and serum determination
were identical to those described in Foldager et al. (2012) but
included here for completeness.

2.1. Samples

From previous genetic studies we obtained 100 patients with
bipolar disorder and 100 patients with panic disorder without
a history of bipolar disorder. The patients were diagnosed with the
SCAN interview (Wing et al., 1998) and fulfilled a life-time, best
estimate diagnosis according to the ICD-10-DCR (World Health
Organization, 1993) and the DSM-IV (American Psychiatric Associ-
ation, 1994). Recruitment was restricted to individuals of Danish
ancestry for three generations. Moreover, 349 healthy, psychiatri-
cally unscreened Danish volunteer blood donors (controls) were
obtained. Controls were expected to be mainly Western European
descent though restrictions defined by the ethnical committees
preclude information of ethnic origin and other demographics.
In Denmark a health questionnaire must be completed and
approved before blood donation ensuring that none of the donors
suffers from a current infectious disease.

All patients gave written informed consent. The studies were
all approved by the Danish Data Protection Agency and by The
Danish Ethical Committees and the work has been carried out in
accordance with The Helsinki Declaration.

2.2. DNA extraction and genotyping

Genomic DNAwas extracted fromwhole blood using the Maxwell
16 System Blood DNA Purification Kit (Promega, Madison, WI) to
investigate associations with genetic markers located in the genes
coding for MBL and MASP-2: MBL2 located at 10q21.1 and MASP2

located at 1p36.22 (UCSC Genome Browser hg18, Mar. 2006, http://
genome.ucsc.edu). In MBL2 three single nucleotide polymorphisms
(SNPs) from the promoter region (MBL2 –H/L: �550, rs11003125;
MBL2 –X/Y: �221, rs7096206; MBL2 –P/Q: þ4, rs7095891) and
three non-synonymous mutations of exon 1 (MBL2 –D: codon 52,
rs5030737; MBL2 –B: codon 54, rs1800450; MBL2 –C: codon 57,
rs1800451) were genotyped with previously described assays
(Henckaerts et al., 2009; Mølle et al., 2006; Van Hoeyveld et al.,
2004) using real-time polymerase chain reaction (rt-PCR) with

TaqMan SNP Genotyping Assays (Applied Biosystems, Foster City,
CA). The wild type variant of MBL2 exon1 will be denoted A.

In MASP2 one point mutation rs72550870 (also referred to as
D120G) was genotyped similarly (Mølle et al., 2006).

For all TaqMan assays, DNA amplification was carried out in
384-well plates with 5 ml polymerase chain reactions (PCR) con-
taining final concentrations of 20 ng DNA, 0.9 mM primers and
0.2 mM probes. Reactions were performed on a GeneAmp PCR
9700: 95 1C for 10 min, followed by 40 cycles of 95 1C for 15 s and
60 1C for 1 min. Endpoint fluorescence was read on the 7900 HT
Sequence Detection Systems using SDS software version 2.3.

Linkage disequilibrium (LD) imply that only seven haplotypes
(HYPA, LYQA, LYPA, LXPA, LYPB, LYQC and HYPD) are commonly
found from the markers in MBL2, with HYPA being the most
frequent in samples of European ancestry. These were identified.
Furthermore, two-marker haplotypes with mutant alleles (YB, YC
and YD) were combined and collectively represented as YO, the
other haplotypes being YA and XA. Multilocus genotypes based on
these haplotypes can be classified according to their known
association with normal (YA/YA, YA/XA), intermediate (XA/XA,
YA/YO) or low (XA/YO, YO/YO) MBL concentrations (Olesen et al.,
2006).

2.3. Concentration of MBL and MASP-2 in serum

Serum was unavailable for 16 of the patients with bipolar
disorder. Concentration of MBL in serum was measured with
a detection limit of 10 ng MBL/ml serum as previously described
(Thiel et al., 2002) using time resolved immunofluorometric assay
(TRIFMA). The 100 fold diluted serum samples were applied onto
microtitre wells pre-coated with the polysaccharide, mannan,
from baker's yeast. MBL binds via its carbohydrate-recognition
domains and the bound MBL is detected with biotin-labelled
monoclonal anti-MBL antibody, followed by europium-labelled
streptavidin and time resolved fluorometry.

MASP-2 concentration was also measured by TRIFMA (Møller-
Kristensen et al., 2003). In brief, microtitre wells were coated with
monoclonal anti-MASP-2 (MAb 8B5 against the C-terminal domains
of MASP-2). Serum samples, diluted 40 fold, were applied, and bound
MASP-2 was detected with biotin-labelled anti-MASP-2 (MAb 6G12
against the N-terminal domain of MASP-2), followed by europium-
labelled streptavidin.

Classification of MBL deficiency is not fully solved (Dommett et al.,
2006) and various serum levels have been suggested: o10, o50,
o100, o500 ng/ml. The detection limit in force of the assay has
often been used but there is no clinical support for such a definition
(Petersen et al., 2001) since the deficiency manifests clinically in
a minor part of deficient individuals only. As in Foldager et al. (2012)
the following MBL levels will be referred to as: low/deficient: o100,
intermediate: 100–400, normal: 4400 ng/ml.

2.4. Statistical analysis

The additive effect of having 0, 1 or 2 copies of the minor allele
(trend test) for single-markers and haplotypes was carried out
with logistic regressions. The odds ratios (OR) presented thus
indicate the effect of each extra copy of the minor allele. Hence,
the odds ratio between the two homozygote variants is the square
of the reported OR. Linkage phase of haplotypes was assumed
known though validity of the identified haplotypes was also
checked by inferring phased haplotypes from genotypes with
BEAGLE 2.1.3 (Browning and Browning, 2007), results not shown.

Concentration of MBL and MASP-2 in serum was analysed on
log-transformed data to deal with violation of normal distribution
assumptions. Standard linear regression was used for the analysis
of MASP-2 concentration whereas Tobit regression (Amemiya, 1984)
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was applied to account for observations below the 10 ng/ml MBL
detection limit by censoring techniques. Estimated median serum
concentrations are presented after back-transformation with the
exponential function. Logistic regression was used for analyses of
dichotomous traits of MBL deficiency status (o/Z100 ng/ml) and
MBL serum detection status (o/Z10 ng/ml).

Statistical analyses were carried out using the software package R
(www.r-project.org) and with a 5% level of significance. Permutation-
based adjusted P values were calculated by the step-down max-
imum-statistics algorithm in Box 2 of Dudoit et al. (2003) to adjust for
the nine simultaneous single-marker and haplotype association
tests in Table 2. Generally, however, owing to the explorative nature
of the study and trade-off between type I error rate and power (one
minus type II error), no further adjustment for multiple testing was
applied.

3. Results

3.1. Frequencies of alleles, haplotypes and multilocus genotypes

Frequencies and proportions of the minor alleles of the genetic
markers in MBL2 are shown in Table 1. The most common
mutation allele in exon 1 is B with allele frequencies of 14%, 20%
and 12% in controls, patients with panic disorder and patients with
bipolar disorder, respectively. The D allele is common (7–8%),
whereas the C allele is rather rare with allele frequencies of only
1–2%. The combined variation in exon 1 was especially high in
panic disorder with an allele frequency of 30% for the O allele (D, B
or C) and with 50% of these patients carrying at least one variant
allele. The corresponding proportions for patients with bipolar
disorder (O allele frequency of 20% and 36% carrying at least one
O allele) were a bit lower than those observed in controls (23%
respectively 39%).

Table 1 also gives the frequencies and proportions of haplo-
types and multilocus genotypes in the MBL2 region. The groups
defined by looking solely on the X/Y and A/O markers have been
used previously (Steffensen et al., 2003) and was included to ease
comparison to earlier studies. In Foldager et al. (2012), we
advocated the use of a more detailed genotype grouping.

None were homozygous for the minor allele ‘359 G/G’ of the
marker in MASP2. The proportions of ‘359 A/G’ heterozygotes were
8% in both samples of patients and 9% in the controls.

3.2. Association analysis

Results from trend tests of MBL2 single locus and multilocus
genetic markers are shown in Table 2. In exon 1 the B variant
tended to be associated with panic disorder (P¼0.075) and this
tendency remained (P¼0.067) when combining the three variants
in exon 1 (the A/O marker). The tendencies towards protective
effects against panic disorder of the HYPA and LYQA haplotypes
turned out being significant when combined with LYPA into the
two-marker haplotype YA (P¼0.0074).

A significant association was found with bipolar disorder for
the X/Y marker (P¼0.0075) which also identifies the LXPA
haplotype. This result does not stand a correction for multiple
comparisons (P values in parenthesis in Table 2) but should be
viewed in the light of the small sample size and taken as
indication of a hypothesis for further investigation.

As expected from the observed proportions of ‘359 A/G’
heterozygotes no significant disease associations were found for
MASP2.

3.3. Inherited MBL deficiency

Inherited MBL deficiency due to homozygosity for any of the
mutations in exon 1, i.e. O/O, previously reported to be 5% in a
Danish population-based sample (Dahl et al., 2004), was relatively
high in patients with panic disorder (9%), but not significantly
higher than in controls (6%) or in patients with bipolar disorder
(4%). These appear in Table 1 as the YO/YO genotype frequencies.
We have previously observed an equally high proportion of 10% in
patients with schizophrenia (Foldager et al., 2012), but much
larger samples would be needed to detect these differences as
statistically significant deviations.

Inherited MBL deficiency presented by the XA/YO diplotype is
more common (Thiel et al., 2006) and was seen in 9% of the
controls (Table 1). A quite high number of patients with panic
disorder (41%) were heterozygous for one of the mutations in
exon 1 and almost half of these subjects (20%) carried the LXPA
haplotype on the other strand, i.e. the XA/YO diplotype. In patients
with bipolar disorder XA/YO was also relatively frequent (16%).
These differences in proportions of XA/YO carriers as compared to
the controls are significant for patients with panic disorder
(P¼0.0048) and just above the border of significance for patients
with bipolar disorder (P¼0.062). Note that LXPA and XA in the
present study are equivalent and can be identified by the single
variant X which was significantly associated with bipolar disorder,
see Table 2.

Table 1

MBL2 single-marker minor allele, haplotype and multilocus genotype frequencies:
counts (proportions) in 349 healthy controls, 100 patients with panic disorder and
100 patients with bipolar disorder. The minor alleles are marked with bold type
and the O allele is any of the D, B and C non-synonymous mutations of exon 1.
Multilocus genotypes are grouped with respect to their known association with
low, intermediate or normal level of MBL in serum.

Healthy controls Panic disorder Bipolar disorder

MBL2 marker

H/L (rs11003125) 274 (0.39) 65 (0.32) 71 (0.36)
X/Y (rs7096206) 139 (0.20) 49 (0.24) 58 (0.29)
P/Q (rs7095891) 150 (0.21) 35 (0.18) 40 (0.20)
A/D (rs5030737) 51 (0.07) 15 (0.08) 14 (0.07)
A/B (rs1800450) 100 (0.14) 40 (0.20) 23 (0.12)
A/C (rs1800451) 9 (0.01) 4 (0.02) 3 (0.02)
Total 698 200 200

MBL2 haplotype

HYPA 223 (0.32) 50 (0.25) 57 (0.28)
LYPA 35 (0.05) 11 (0.06) 8 (0.04)
LYQA 141 (0.20) 31 (0.16) 37 (0.18)
LXPA 139 (0.20) 49 (0.24) 58 (0.29)
HYPD 51 (0.07) 15 (0.08) 14 (0.07)
LYPB 100 (0.14) 40 (0.20) 23 (0.12)
LYQC 9 (0.01) 4 (0.02) 3 (0.02)
Total 698 200 200

Multilocus genotype

Normal MBL level

YA/YA 119 (0.34) 25 (0.25) 29 (0.29)
YA/XA 77 (0.22) 21 (0.21) 28 (0.28)
Total 196 (0.56) 46 (0.46) 57 (0.57)

Intermediate MBL level

XA/XA 15 (0.04) 4 (0.04) 7 (0.07)
YA/YO 84 (0.24) 21 (0.21) 16 (0.16)
Total 99 (0.28) 25 (0.25) 23 (0.23)

Low MBL level

XA/YO 32 (0.09) 20 (0.20) 16 (0.16)
YO/YO 22 (0.06) 9 (0.09) 4 (0.04)
Total 54 (0.15) 29 (0.29) 20 (0.20)
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3.4. Serum concentration

Fig. 1 presents the distribution of log-transformed MBL and
MASP-2 serum concentrations. Significant MBL2 single-marker
and haplotype associations with MBL concentration were expected
(Heitzeneder et al., 2012) and found (results not shown).

As shown in Table 3, significantly lower MBL serum concen-
tration was found for patients with panic disorder as compared
to controls, whereas no statistically significant difference was
observed for bipolar disorder. These results remained when
adjusting for MBL2 haplotypes. Supplementary Tables S1 and S2
show median MBL concentrations estimated by these models and
back-transformed using bootstrapping. To further investigate this,
we compared quantiles of serum concentration from each case

cohort with the controls, see Supplementary Table S3. The quan-
tiles found in patients with panic disorder were in every case
lower than in the controls although not always significantly.
In patients with bipolar disorder the MBL concentrations were at
about the same level as seen in the controls.

The serum concentrations of MASP-2 in patients with panic
disorder as well as in patients with bipolar disorder were sig-
nificantly lower than in controls, see Table 4. This was also evident
from a supplementary investigation of the quantiles, see Supple-
mentary Table S3.

From plots of MASP-2 serum concentration (not shown) we
expected to find differences between cohorts and an effect of the
MASP2 SNP. The results from a forward inclusion procedure are
shown in Table 4. We found the (logarithm of) MASP-2 serum

Table 2

Trend tests (1 d.f. χ2) for association of panic disorder and bipolar disorder with MBL2 single locus and multilocus genetic markers by use of logistic regressions with an
additive effect on a log scale of the minor allele (marked with bold type). Odds ratios (OR) measure the effect of each extra copy of the minor allele and OR between the two
homozygote variants is therefore this value squared.

Markers Panic disorder Bipolar disorder

P value (adj.)a OR (95% CI) P value (adj.)a OR (95% CI)

Single locus

H/L (m1) 0.090 (0.41) 0.76 (0.55–1.04) 0.34 (0.90) 0.85 (0.62–1.18)
X/Y (m2) 0.16 (0.60) 1.31 (0.89–1.90) 0.0075 (0.059) 1.65 (1.14–2.36)
P/Q (m3) 0.22 (0.67) 0.78 (0.51–1.15) 0.65 (0.98) 0.91 (0.61–1.34)
A/D (m4) 0.93 (0.94) 1.03 (0.55–1.84) 0.88 (0.95) 0.95 (0.50–1.72)
A/B (m5) 0.075 (0.41) 1.42 (0.96–2.07) 0.33 (0.90) 0.80 (0.50–1.24)
A/C (m6) 0.47 (0.84) 1.57 (0.42–4.95) 0.82 (0.98) 1.17 (0.26–4.00)
A/O (m7)b 0.067 – 1.38 (0.98–1.95) 0.39 – 0.85 (0.57–1.23)

Multilocusc

HYPA 0.066 (0.41) 0.73 (0.51–1.02) 0.36 (0.89) 0.86 (0.61–1.19)
LYPA 0.79 (0.94) 1.09 (0.53–2.07) 0.56 (0.95) 0.80 (0.35–1.62)
LYQA 0.14 (0.53) 0.73 (0.47–1.10) 0.59 (0.95) 0.90 (0.59–1.33)
YAd 0.0074 – 0.66 (0.48–0.89) 0.14 – 0.79 (0.58–1.08)

a Permutation-based step-down max-statistics procedure accounting for nine simultaneous tests.
b The O allele of the A/O marker is any of the D, B and C variants of MBL2 exon 1.
c LXPA, HYPD, LYPB and LYQC are identifiable with m2, m4, m5 and m6, respectively.
d XA and YO are identifiable with m2 and m7, respectively.

Fig. 1. Distribution of MBL and MASP-2 serum concentration. Concentration of MBL and MASP-2 in serum for 349 controls, 84 patients with bipolar disorder and 100
patients with panic disorder without a history of bipolar disorder. Before logarithmic transformation, concentrations were measured in ng protein per ml serum. The vertical
lines in the left panel indicate: below MBL detection limit (o10 ng/ml), low MBL level (o100 ng/ml), intermediate MBL level (100–400 ng/ml) and normal MBL level
(4400 ng/ml). Histogram, box-plot and scatter plot of the observed concentrations are given for each protein and separately for each group of subjects.
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concentration to depend significantly on the MASP2 SNP, disease
phenotype and interestingly on the number of MBL2 YA two-locus
haplotypes. The interaction between phenotype and MASP2 was
also statistically significant for panic disorder but only on the

border of significance (P¼0.051) for bipolar disorder. Median
MASP-2 concentrations estimated by these models are shown in
Supplementary Tables S4 and S5.

3.5. MBL serum deficiency

The hatched bars in Fig. 2 show the distributions according to
the MBL serum concentration categories low (o1 0 0), intermedi-
ate (100–400) and normal (4400 ng/ml). Among patients with
panic disorder 30% had a low MBL level while the corresponding
proportions were 17% in patients with bipolar disorder and 15% in
controls. This corresponds to an odds ratio of 2.4 (CI: 1.4–4.0;
P¼0.0008) when comparing panic disorder with controls.

Twenty of the patients with panic disorder (i.e. 20%) had
undetectable MBL concentration, see the white bars in Fig. 2. This
is a higher proportion than the 10–15% usually seen in general
populations and significantly higher (P¼0.027) than the 11%
among controls that was observed in the present study: OR¼1.9
(CI: 1.1–3.5). In patients with bipolar disorder we found a smaller
proportion (8%) than usually seen but not significantly lower than
in the controls.

4. Discussion

States of inflammation, infection and autoimmune diseases
have been associated with the aetiology of psychiatric disorders
(Benros et al., 2011, 2012, 2013; Krishnadas and Cavanagh, 2012;
Leboyer et al., 2012) and different deficits within the pathway of
complement activation (Heitzeneder et al., 2012; Mayilyan, 2012).
Although several studies investigated the role of MBL in schizo-
phrenia (Mayilyan et al., 2006; Spivak et al., 1993), only little
research has been conducted to investigate implications of the
innate immune system in mood disorders.

Thus, we investigated a possible connection between blood
levels for MBL and MASP-2 and genetic markers for MBL2 and
MASP2with both bipolar and panic disorders. The most interesting
finding was observed in patients with panic disorder, where the
serum concentration of both MBL and MASP-2 was significantly
lower than in controls. The proportion of controls with low (15%)
and undetectable (11%) MBL-levels are in line with previous
findings (Thiel et al., 2006). A significantly higher proportion of
patients with panic disorder (30%) had levels below the defined

Table 3

Association of MBL serum concentration with panic and bipolar disorder, and after
adjustment for the additive effects of carrying 0, 1 or 2 copies of each specific MBL2

haplotype.

Models and

parameters

Coefficient (95% CI) Test

statistic

P value

Panic disorder (PD)

Intercept 6.366 (6.133 to 6.599)
Phenotype (PD) �0.826 (�1.322 to �0.330) �3.26 0.0011

Haplotype model

Intercepta 8.377 (8.186 to 8.569)
Phenotype (PD) �0.219 (�0.425 to �0.014) �2.09 0.037

LYPA �0.444 (�0.709 to �0.178) �3.28 0.0010
LYQA 0.010 (�0.158 to 0.177) 0.11 0.91
LXPA �1.336 (�1.501 to �1.170) �15.8 2.4e�56
HYPD �2.269 (�2.515 to �2.023) �18.1 3.6e�73
LYPB �3.495 (�3.693 to �3.297) �34.6 2.9e�262
LYQC �3.291 (�3.826 to �2.755) �12.0 2.2e�33

Bipolar disorder (BD)

Intercept 6.374 (6.153 to 6.595)
Phenotype (BD) 0.074 (�0.427 to 0.575) 0.29 0.77

Haplotype model

Intercepta 8.340 (8.149 to 8.530)
Phenotype (BD) 0.115 (�0.097 to 0.328) 1.06 0.29
LYPA �0.481 (�0.754 to �0.208) �3.45 0.00056
LYQA 0.012 (�0.155 to 0.178) 0.14 0.89
LXPA �1.300 (�1.465 to �1.136) �15.5 3.3e�54
HYPD �2.150 (�2.394 to �1.906) �17.3 8.7e�67
LYPB �3.447 (�3.649 to �3.244) �33.3 1.1e�243
LYQC �3.361 (�3.902 to �2.820) �12.2 4.1e�34

a Controls with HYPA/HYPA multilocus genotype (i.e. two of the HYPA haplotype).

Table 4

Regression analyses of (log-transformed) MASP-2 concentration in serum for panic
disorder (PD) versus controls and bipolar disorder (BD) versus controls. The final
models are from a forward inclusion procedure using phenotype, carrier of the
minor MASP2 G-allele (A/G), MBL2 single-markers, MBL2 haplotypes and finally
two-way interactions between parameters with significant main effects. Para-
meters are shown in order of inclusion.

Models and parameters Coefficient (95% CI) Test

statistica
P value

Panic disorder

Intercept 6.020 (5.977 to 6.063)
Phenotype (PD) �0.327 (�0.418 to �0.236) �7.07 6.2e�12

Final model

Intercept 6.188 (6.122 to 6.253)
MASP2 �0.485 (�0.618 to �0.353) �7.19 2.7e�12
Phenotype (PD) �0.323 (�0.408 to �0.238) �7.47 4.2e�13
MBL2 YA �0.107 (�0.154 to �0.061) �4.56 6.7e�06
PD : MASP2b �0.422 (�0.717 to �0.127) �2.82 0.0051

Bipolar disorder

Intercept 6.020 (5.977 to 6.063)
Phenotype (BD) �0.301 (�0.398 to �0.203) �6.06 3.0e�9

Final model

Intercept 6.204 (6.137 to 6.272)
MASP2 �0.535 (�0.658 to �0.412) �8.54 2.4e�16
Phenotype (BD) �0.325 (�0.414 to �0.237) �7.26 1.8e�12
MBL2 YA �0.118 (�0.166 to �0.070) �4.82 2.0e�06

a P value from Wald tests (H0: parameter¼0) evaluated in a t-distribution with
degrees of freedom (d.f.) equal to the difference between the number of subjects
(PD: 349þ100¼449 and BD: 349þ84¼433) and number of parameters in the
model, e.g. 444 d.f. in final PD model.

b Here “V1: V2” represents the interaction effect between V1 and V2.
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Fig. 2. Levels of MBL serum concentration. Bar plots of MBL serum levels for each
of the three cohorts. The three hatched bars sums to one within each cohort
corresponding to the categories: low MBL level (o100 ng/ml), intermediate MBL
level (100–400 ng/ml), and normal MBL level (4400 ng/ml). The separated white
bars indicate the proportion of measures that was below the detection limit
(o10 ng/ml) within each group. The proportion of measures below the detection
limit was significantly higher (P¼0.027) in patients with panic disorder as
compared with controls (OR¼1.9, CI: 1.1–3.5). Furthermore, the odds of having a
low MBL level (o100 ng/ml) was significantly increased (P¼0.0008) for this group
of patients with an odds ratio of 2.4 (CI: 1.4–4.0).
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MBL deficiency threshold of 100 ng/ml, which in part was due to a
significantly higher proportion of individuals with MBL concen-
trations below the MBL detection limit (20%). This is in agreement
with the higher frequency of panic disorder patients carrying
MBL2 diplotypes XA/YO and YO/YO that are known to be asso-
ciated with low MBL levels (Garred et al., 2006; Heitzeneder et al.,
2012). The lower level of MASP-2 in patients could not be ascribed
to differences in genotype distribution for the SNP in MASP2.
Nevertheless, patients with panic disorder (PD) were subjected to
a larger effect of the MASP2 variant as evident from the significant
interaction between the PD phenotype and the genetic marker.
Furthermore, mutations in MBL2 appear to influence serum con-
centration of not only MBL but also MASP-2. Apparently, this has
not been investigated before and therefore strongly suggests
further studies to confirm or reject these findings.

Compared to the controls, patients with bipolar disorder had
lower MASP-2 but comparable MBL serum concentrations. It is
worth noting that in our earlier study of patients with schizo-
phrenia, MASP2 D120G carriers had a lower serum concentration
of MASP-2 than controls, whereas it was higher for subjects
carrying the wild type (Foldager et al., 2012).

Although we found association with genetic markers for both
bipolar and panic disorders, the results from the genetic associa-
tion analyses are complex and give no unique answers as to why
the serum levels differ. The MBL2 LXPA haplotype, identifiable
with the X/Y SNP, significantly increased the risk for bipolar
disorder, whereas both LXPA and the three non-synonymous
variants of exon 1 (viz. the haplotypes HYPD, LYPB and LYQC)
contributed to an increased risk for panic disorder as manifested
by a significant protective effect of the MBL2 YA two-marker
haplotype. Interestingly, the YA haplotype was associated with
higher serum concentration of MBL but lower MASP-2 levels.

Taken together, no unambiguous association could be estab-
lished between MBL, MASP-2, MBL2 or MASP2 and bipolar or panic
disorder. Nevertheless, we observed significant differences in MBL
and MASP-2 serum concentrations between the cohorts, and our
findings indicate that the innate immune response may play a
role in the aetiology of both bipolar and panic disorders. In
particular the findings relating panic disorder to MBL deficiency
are intriguing.

Inflammation, infection and autoimmune states in the aetiol-
ogy of mood disorders have been intensively studied, whereas
only one prior study found increased complement activity in
patients suffering from manic episodes. Concerning bipolar and
panic disorders, a possible link with MBL deficiency has not been
investigated.

The observed associations of both autoimmunity and infections
with MBL deficiency (Mayilyan, 2012) respectively mood disorders
(Benros et al., 2013) may be explained by a possible aetiological
connection, which is emphasized by our findings. This suggests
that it is of importance to further investigate which subgroups of
patients suffering of bipolar respectively panic disorder could be
associated with MBL deficiency. Since different deficits of the
complement pathway are associated with differing immune
responses (Thiel et al., 2006), a functional assessment is relevant
to elucidate which parts of the activation system may be involved,
emphasizing the need for prospective and longitudinal studies.
This may furthermore be of relevance for studies investigating the
effect of new treatment options in psychiatric disorders, such as
anti-inflammatory interventions. Improved treatment effects of
anti-inflammatory agents in depression (Müller et al., 2006),
schizophrenia (Müller et al., 2002) and bipolar disorder (Nery et
al., 2008) probably only indicate a proof-of-concept. Therefore,
identification of subgroups, where anti-inflammatory intervention
may be effective, has been emphasized repeatedly. LowMBL-levels
increase the susceptibility for infections and autoimmune states

(Heitzeneder et al., 2012; Mayilyan, 2012), and recent studies have
suggested that psychiatric patients with increased inflammatory
markers (Abbasi et al., 2012) or active autoimmune states (Iyengar
et al., 2013) could have most benefit of anti-inflammatory
intervention.

4.1. Limitations

We only investigated MBL and MASP-2 levels, not all compo-
nents from the pathway of complement activation. MBL deficiency
is highly heterogeneous (Thiel et al., 2006) and additional studies
should therefore include other components as well as focusing on
association with subgroups of patients with bipolar respectively
panic disorder. Also, we only had information on diagnosis, not the
severity or course of the disorders. Sample sizes were rather small
and low power to detect associations with disease for genetic
markers of relatively small impact should be born in mind when
interpreting the results as should the exploratory nature of the
study. Moreover, these may be indirect associations resulting from
linkage disequilibrium between the observed SNPs and disease
causing mutations. Large variations of serum concentrations
may also decrease the power though differences from quantitative
traits may be more pronounced and thus easier to detect even
with small samples and large variances. The lack of ancestry
restrictions to the sample of controls is considered a minor
limitation.

5. Conclusion

The differences in MBL and MASP-2 serum concentrations
between controls and patients suffering of bipolar or panic
disorder are intriguing, but the genetic analyses gave no definite
answer as to why these levels differ. Though MBL deficiency not
necessarily leads to development of clinical deficit symptoms, it is
interesting that among panic disorder patients, 30% had MBL
deficiency. Thus, our results suggest a possible aetiological con-
nection between both bipolar and panic disorders and MBL
deficiency. More studies are needed to elucidate which markers
of the innate immune system possibly could be connected to
mental disorders. Concerning new treatment options, it would be
interesting to investigate if these markers could help predict
treatment response to anti-inflammatory intervention in sub-
groups of psychiatric patients. The lectin pathway is very complex,
and a functional assessment may therefore be relevant in addition
to measurement of MBL and MASP-2.
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Supplementary table legends 

 

Supplementary Table S1. Estimated median MBL concentration in serum for 

patients with panic disorder. 

Median MBL concentration in serum (ng/ml) estimated from Tobit regressions (on log-

transformed data) with patients and controls specific means and an additive effect of 

haplotypes (Table 3). The 95% confidence intervals in the parentheses were estimated 

by use of the normal approximation on results from ordinary bootstrapping with 10,000 

replicates (Davison and Hinkley, 1997). Results from using only the two markers X/Y 

and A/O (see Table 1) are given before the corresponding four-marker multilocus 

genotype groups (e.g. YA/YA corresponds to YA=2, XA=YO=0). The results in the 

first row (Any) are from the model with only patient/control status as a factor. 

 

Supplementary Table S2. Estimated median MBL concentration in serum for 

patients with bipolar disorder. 

Median MBL concentration in serum (ng/ml) estimated from Tobit regressions (on log-

transformed data) with patients and controls specific means and an additive effect of 

haplotypes (Table 3). The 95% confidence intervals in the parentheses were estimated 

by use of the normal approximation on results from ordinary bootstrapping with 10,000 

replicates (Davison and Hinkley, 1997). Results from using only the two markers X/Y 

and A/O (see Table 1) are given before the corresponding four-marker multilocus 

genotype groups (e.g. YA/YA corresponds to YA=2, XA=YO=0). The results in the 

first row (Any) are from the model with only patient/control status as a factor. 
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Supplementary Table S3. Quantiles of MBL and MASP-2 concentration in serum.  

Comparisons with the controls were carried out using an extended version of the usual 

median test (Conover, 1999). P values were based on Monte Carlo simulations (Hope, 

1968) using 100,000,000 (i.e. 1e8) replicates. MBL concentrations below the detection 

limit were set equal to this 10 ng/ml limit. 

 

Supplementary Table S4. Estimated median MASP-2 concentration in serum for 

patients with panic disorder. 

Median MASP-2 concentration in serum (ng/ml) estimated from regressions analysis (on 

log-transformed data) with patients, controls and MASP2 genotype specific means 

(interaction effect) and a linear effect of the MBL2 YA haplotype (Table 4, panic 

disorder final model). The 95% confidence intervals (in the parentheses) were estimated 

by use of the normal approximation on results from ordinary bootstrapping with 10,000 

replicates (Davison and Hinkley, 1997). Results obtained without inclusion of the MBL2 

haplotype are given before the corresponding combination with MBL2 multilocus 

genotype (MASP2 A/A and MASP2 A/G rows). The results in the first row (Any) are 

from the model which only includes the patient/control factor (Table 4, panic disorder), 

i.e. any genotype combination. 

 

Supplementary Table S5. Estimated median MASP-2 concentration in serum for 

patients with bipolar disorder. 

Median MASP-2 concentration in serum (ng/ml) estimated from regressions analysis (on 

log-transformed data) with patients and controls specific means and linear effects of 

MASP2 G allele and MBL2 YA haplotype (Table 4, bipolar disorder final model). The 

95% confidence intervals (in the parentheses) were estimated by use of the normal 

approximation on results from ordinary bootstrapping with 10,000 replicates (Davison 

and Hinkley, 1997). Results obtained without inclusion of the MBL2 haplotype are given 

before the corresponding combination with MBL2 multilocus genotype (MASP2 A/A 

and MASP2 A/G rows). The results in the first row (Any) are from the model which only 

includes the patient/control factor (Table 4, bipolar disorder), i.e. any genotype 

combination. 
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Supplementary Table S1. Estimated median MBL concentration in 

serum for patients with panic disorder. 

MBL2 genotype Controls (N = 349) Panic disorder (N = 100) 

   

Any 582 (442 - 717) 255 (113 - 380) 

   

YA/YA 4238 (3684 - 4769) 3274 (2451 - 4043) 

HYPA/HYPA 4346 (3636 - 5027) 3491 (2550 - 4375) 

HYPA/LYPA 2789 (1810 - 3684) 2240 (1409 - 3000) 

HYPA/LYQA 4388 (3855 - 4906) 3524 (2651 - 4352) 

LYPA/LYPA 1789 (469 - 2912) 1437 (405 - 2319) 

LYQA/LYPA 2816 (1835 - 3715) 2261 (1426 - 3027) 

LYQA/LYQA 4430 (3497 - 5321) 3558 (2462 - 4585) 

   

YA/XA 1104 (967 - 1238) 853 (654 - 1041) 

HYPA/LXPA 1143 (1000 - 1279) 918 (708 - 1116) 

LYPA/LXPA 733 (469 - 974) 589 (373 - 786) 

LYQA/LXPA 1154 (981 - 1319) 927 (698 - 1142) 

   

XA/XA 289 (210 - 361) 222 (150 - 290) 

LXPA/LXPA 301 (227 - 369) 241 (169 - 308) 

   

YA/YO 190 (157 - 221) 147 (108 - 183) 

HYPA/LYPB 132 (103 - 160) 106 (76 - 134) 

LYPA/LYPB 85 (50 - 116) 68 (40 - 93) 

LYQA/LYPB 133 (104 - 161) 107 (77 - 136) 

HYPA/LYQC 162 (52 - 257) 130 (38 - 210) 

LYQA/LYQC 163 (52 - 261) 131 (38 - 213) 

HYPA/HYPD 449 (306 - 580) 361 (218 - 490) 

LYPA /HYPD 288 (155 - 406) 232 (119 - 331) 

LYQA /HYPD  454 (312 - 583) 364 (222 - 493) 

   

XA/YO 50 (38 - 61) 38 (27 - 49) 

LXPA/HYPD 118 (79 - 154) 95 (57 - 129) 

LXPA/LYPB 35 (26 - 43) 28 (19 - 36) 

LXPA/LYQC 43 (12 - 69) 34 (9 - 56) 

   

YO/YO 9 (6 - 11) 7 (4 - 9) 

HYPD/HYPD 46 (15 - 73) 37 (10 - 60) 

HYPD/LYPB 14 (8 - 18) 11 (6 - 15) 

HYPD/LYQC 17 (3 - 28) 13 (2 - 23) 

LYPB/LYPB 4 (2 - 6) 3 (2 - 5) 

LYPB/LYQC 5 (1 - 8) 4 (1 - 6) 
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Supplementary Table S2. Estimated median MBL concentration in 

serum for patients with bipolar disorder. 

MBL2 genotype Controls (N = 349) Bipolar disorder (N = 84) 

   

Any 586 (448 - 718) 631 (322 - 907) 

   

YA/YA 4030 (3497 - 4541) 4716 (3521 - 5847) 

HYPA/HYPA 4187 (3519 - 4840) 4699 (3507 - 5834) 

HYPA/LYPA 2589 (1605 - 3477) 2906 (1667 - 4016) 

HYPA/LYQA 4237 (3726 - 4746) 4756 (3680 - 5789) 

LYPA/LYPA 1601 (295 - 2686) 1797 (285 - 3050) 

LYQA/LYPA 2620 (1638 - 3509) 2941 (1707 - 4049) 

LYQA/LYQA 4288 (3423 - 5125) 4813 (3476 - 6079) 

   

YA/XA 1092 (952 - 1228) 1278 (951 - 1589) 

HYPA/LXPA 1141 (996 - 1280) 1280 (971 - 1571) 

LYPA/LXPA 705 (428 - 952) 791 (441 - 1102) 

LYQA/LXPA 1154 (985 - 1317) 1296 (972 - 1600) 

   

XA/XA 296 (212 - 375) 346 (218 - 466) 

LXPA/LXPA 311 (230 - 385) 349 (229 - 458) 

   

YA/YO 196 (160 - 230) 230 (164 - 291) 

HYPA/LYPB 133 (102 - 162) 150 (106 - 190) 

LYPA/LYPB 82 (46 - 115) 93 (48 - 131) 

LYQA/LYPB 135 (104 - 164) 151 (108 - 192) 

HYPA/LYQC 145 (24 - 248) 163 (20 - 284) 

LYQA/LYQC 147 (25 - 251) 165 (21 - 287) 

HYPA/HYPD 488 (334 - 626) 547 (348 - 725) 

LYPA /HYPD 302 (154 - 429) 338 (163 - 489) 

LYQA /HYPD  493 (338 - 633) 554 (354 - 733) 

   

XA/YO 53 (40 - 66) 62 (41 - 82) 

LXPA/HYPD 133 (87 - 173) 149 (90 - 201) 

LXPA/LYPB 36 (26 - 45) 41 (27 - 53) 

LXPA/LYQC 40 (5 - 68) 44 (4 - 79) 

   

YO/YO 10 (6 - 13) 11 (6 - 16) 

HYPD/HYPD 57 (18 - 89) 64 (19 - 101) 

HYPD/LYPB 16 (9 - 21) 17 (10 - 24) 

HYPD/LYQC 17 (1 - 30) 19 (0 - 34) 

LYPB/LYPB 4 (2 - 6) 5 (2 - 7) 

LYPB/LYQC 5 (1 - 8) 5 (0 - 9) 
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Supplementary Table S3. Quantiles of MBL and MASP-2 concentration in serum.  

 
Probability 

Controls 

quantile 

Panic disorder 

quantile (χ
2
, P value) 

Bipolar disorder 

quantile (χ
2
, P value) 

M
B

L
 

0.1 10 10 (4.90, 0.031) 15 (0.68, 0.45) 

0.25 319 54 (11.2, 0.0011) 309 (0.057, 0.89) 

0.5 (median) 1133 704 (4.59, 0.041) 1307 (0.26, 0.63) 

0.75 2460 1629 (3.31, 0.088) 2333 (0.071, 0.89) 

0.9 3809 2921 (1.30, 0.27) 4285 (0.98, 0.42) 

     

M
A

S
P

-2
 

0.1 260 127 (39.3, 3.0e-8) 165 (32.3, 3.3e-7) 

0.25 332 210 (24.2, 2.1e-6) 218 (48.4, 1.0e-8
a
) 

0.5 (median) 417 331 (25.9, 5.0e-7) 299 (25.8, 4.4e-7) 

0.75 517 418 (13.0, 3.4e-4) 403 (6.32, 0.016) 

0.9 664 549 (5.17, 0.023) 596 (1.04, 0.33) 

a) P=1.0e-8 from 1e8 replicates means that none of the replicates were more extreme 

than the observed so in reality P may well be smaller.
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Supplementary Table S4. Estimated median MASP-2 concentration in serum for 

patients with panic disorder. 

MBL2 genotype Controls (N = 349) Panic disorder (N = 100) 

   

Any 412 (396 - 428) 297 (267 - 326) 

   

MASP2 A/A 431 (415 - 447) 319 (289 - 348) 

YA/YA 397 (376 - 418) 278 (251 - 304) 

YA/YO 440 (424 - 457) 308 (281 - 335) 

YO/YO 488 (458 - 519) 342 (307 - 376) 

   

MASP2 A/G 260 (223 - 296) 131 (96 - 164) 

YA/YA 224 (194 - 253) 157 (132 - 180) 

YA/YO 249 (216 - 280) 174 (147 - 200) 

YO/YO 276 (236 - 314) 193 (161 - 224) 

   

 

 

 

Supplementary Table S5. Estimated median MASP-2 concentration 

in serum for patients with bipolar disorder. 

MBL2 genotype Controls (N = 349) Bipolar disorder (N = 86) 

   

Any 412 (396 - 428) 305 (270 - 338) 

   

MASP2 A/A 433 (417 - 450) 317 (283 - 350) 

YA/YA 391 (369 - 412) 282 (251 - 313503) 

YA/YO 440 (424 - 456) 318 (284 - 350) 

YO/YO 595 (463 - 527) 357 (315 - 399) 

   

MASP2 A/G 249 (218 - 280) 182 (155 - 209) 

YA/YA 229 (200 - 257) 165 (140 - 189) 

YA/YO 258 (226 - 289) 186 (158 - 213) 

YO/YO 290 (250 - 329) 209 (175 - 243) 
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Abstract

Background Gene-environment (G×E) interaction may be an important source of com-

plexity in the aetiology of psychiatric disorders but so far only few interactions have been

reported, possibly due to the need of large samples in concert with information on the envir-

onmental exposure. The Danish iPSYCH study will include such information. On the other

hand, the number of methods and software available for G×E analysis is overwhelming and

none appears to be superior. To guide decisions in iPSYCH we therefore set up a simulation

study to compare some of the most promising or frequently used approaches. The manu-

script in its present form describes the construction of the data sets that are to form the test

bed for the comparisons of methods that are to follow.

Methods Case-control samples with individual-based genetic data were simulated by use

of simuPOP scripts allowing to model penetrances under restrictions specified by biological

and epidemiological parameters and with interactions between up to two disease predispos-

ing genetic markers and one predisposing environmental factor. The methods for analysing

G×E interaction investigated in the present study are traditional two-step logistic regression,

logicFS and MB-MDR.

Results From an initial population of 993 unrelated HapMap3 individuals and a selected

set of SNPs, a base population of 50,000 individuals was generated by linear expansion of

the initial population for 500 non-overlapping generations. By repeatedly generating one

offspring from the base population by random mating and imposing affection status under

certain scenarios, case-control samples were drawn using rejection sampling. The transmis-

sion of genotypes in this process was subject to the same evolutionary parameters as used

for expansion of the initial population. One hundred samples of 5,000 affected and 5,000

unaffected individuals were generated for 16 scenarios.

Discussion The current status of the study is that case-control samples have been gener-

ated and analyses using the three G×E methods initiated. When applying machine learning

methods in practice several different methods, algorithms and/or sets of parameters are often

used. So far we have just used default settings if possible or reasonable but a more thorough

investigation should be made to choose optimal algorithmic parameters.

Funding and disclaimer This study was funded by the Lundbeck Foundation, Denmark.

The Lundbeck Foundation had no involvement in any aspect of the study.

Keywords Gene-environment interaction; machine learning; MB-MDR; logic regression;

logicFS; two-step methods, simulation study
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1 Introduction

Gene-environment interaction (G×E) may be an important source of complexity to the

aetiology of psychiatric disorders. Nevertheless, only few findings have been reported,

possibly due to at least two complicating factors: the need of large samples in concert with

information on the environmental exposure. The comprehensive Danish study iPSYCH1

includes such information drawing partly on the Danish registers and partly on the ability

to extract information from neonatal dried blood spots about exposures to the fetus. An

example of successful application of data from the same source was recently given by

Borglum et al. (2013) showing a statistically significant G×E interaction with maternal

infection by cytomegalovirus and thereby suggesting new susceptibility loci for schizo-

phrenia.

Choosing methods and software to be used for disentangling these possible G×E inter-

actions can be difficult as the abundance of different methods and software is overwhelm-

ing and with no obvious gold standard. In Borglum et al. (2013) the two-step method

by Murcray et al. (2009) was applied and multi-step approaches like that represents one

option. However these are often just searching for fairly simply interaction—typically

just two-way interactions between one or a few environmental factors or covariates and a

collection of single nucleotide polymorphisms (SNPs) selected from a genome-wide as-

sociation study (GWAS). To guide decision of which G×E methods to use, we decided

to set up a simulation study to compare some of the most promising or frequently used

methods, from multi-step regression analyses to machine learning. The intention being to

characterize performance of a number of G×E methods in a wide range of standardized

scenarios to facilitate informed choices in future and ongoing projects such as iPSYCH1.

We intend to consider a range of scenarios by varying minor allele frequencies (MAFs),

sample sizes, models and effect sizes with the intention to compare methods of the follow-

ing kind: two-step analysis, multifactor dimensionality reduction (MDR) (Ritchie et al.,

2001), logic regression (Ruczinski et al., 2003), random forests (Breiman, 2001), artificial

neural networks (ANN or just NN), genetic programmed neural networks (GPNN). The

idea of artificial neural networks dates back the 1940’s but for a review on the use of NN’s

in genetic epidemiology also covering GPNN’s we refer to Motsinger-Reif et al. (2008).

We present here the first steps of a larger simulation study. The aims of this part of

the study were: 1) Decide on methods/software for simulation of individual-based genetic

data and generation of case-control samples with phenotype assignment (affection status

determination) subject to penetrances dependent on G×E and G×G interactions; 2) Sim-

ulate samples for a small set of scenarios and check that the data generated complies with

assumed models and parameters; 3) Analyse the generated data with a set of G×E meth-

ods to a) check technical and scientific performance of a few of our first-line choices of

G×E methods, b) determine how to meaningfully compare methods that are very different

in nature, and c) devise the range of scenarios to be used for the larger study. The present

manuscript focuses on the first two aims of the study. To meet intended requirements for

the simulation study it was necessary to revise and extend the methods/software chosen.

Moreover some smaller bug fixes were needed to make the software run in the first place.

All web page reference mentioned were assessed and working on February 21, 2014.

1The Initiative for Integrative Psychiatric Research, http://ipsych.au.dk
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2 Methods

2.1 G×E interaction analysis

With the intention to show the reasonableness of doing a more comprehensive study of a

larger set of G×E methods we picked one version of the popular machine learning and

data mining MDR method, model-based MDR (MB-MDR) (Calle et al., 2008), and one

version of the machine learning method logic regression (Ruczinski, 2000; Kooperberg

et al., 2001; Ruczinski et al., 2003), logic feature selection (logicFS) (Schwender et al.,

2011). Furthermore we intend to compare these methods with a traditional two-step lo-

gistic regression with a step one consisting of choosing some relevant subset of the SNPs

and a comprehensive search in this subset for interactions with the environmental variable

in step two.

To check for main effects and two-way interactions in the simulated data we further-

more applied the boosted one-step statistics (BOSS) method by Voorman et al. (2012)

and the boolean operation-based screening and testing (BOOST) method by Wan et al.

(2010). All computations were carried out using the GenomeDK cluster2.

Moreover, parameter estimates of the simulated models were investigated using lo-

gistic regression to check the performance of the simulation procedure. Calculations were

carried out using R (R Core Team, 2013) if not mentioned otherwise.

2.1.1 Single step methods

BOSS has been implemented in the R package boss can be used for GWAS with repeated

measures or related individuals, i.e. in situations with correlated errors. However we

found that this is also an efficient method to search for G×E between each single SNP

and a one environmental factor. This use of the software is not noted in Voorman et al.

(2012) but there are option in boss to include an interacting variable.

2.1.2 Two-step methods

BOOST is a two-stage (screening and testing) that has been implemented as a commandline-

based software3 written in C and examines all pairwise SNP-SNP interactions very effi-

ciently but only outputs (and test) results above a certain threshold. Along with the four

degrees of freedom interaction results BOOST also outputs results from testing for asso-

ciation with single markers using two degrees of freedom, i.e. genotype-based test. The

program output test statistics—not p-values.

Especially for models without main effects BOOST outperformed several other meth-

ods investigated in a review by Wang et al. (2011). In settings including main effects

Wang et al. (2011) showed that the commandline-based C++ implemented tree-based

epistasis association mapping (TEAM) by Zhang et al. (2010) was performing better but

we have been unable to run TEAM4 on the cluster.

2High-performance computing (HPC) environment established by the Genome Denmark project

(http://genome.au.dk)
3http://bioinformatics.ust.hk/BOOST.html
4http://sourceforge.net/projects/epistasis/files/
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For interactions of higher order than two we used BOSS and BOOST to choose an

informed subset of the SNPs. We then carried out ”brute force” logistic regression ana-

lyses of either all interactions at the chosen level (e.g. all three-way interactions) or all

interactions including a specific environmental exposure variable.

2.1.3 Model-Based MDR (MB-MDR)

The MDR approach was introduced by Ritchie et al. (2001) and have been applied with

some success for detection of gene gene interaction. The method is nonparametric and

do not make assumptions on the genetic penetrance model, i.e. it is model-free. MDR

reduces the dimension of say a multilocus higher-order interaction by classifying each

cell of the multi-dimensional space as either high-risk or low-risk, i.e. a one-dimensional

high/low factor. For an overview of the procedures and a review of the classical version

of MDR we refer to Motsinger et al. (2006). Many variants and improvements of this

method have been developed (Moore et al., 2010; Pan et al., 2013).

We decided to use the MB-MDR proposed by Calle et al. (2008) which has been found

to generally have higher power than MDR especially in situations with presence of ge-

netic heterogeneity and phenocopies where MDR tends to have less success (Calle et al.,

2008; Cattaert et al., 2011). The principal difference between MB-MDR and the classical

MDR approach is that MB-MDR only merges genotype combinations that show signific-

ant evidence of high or low risk. The remainder, i.e. combinations with no evidence or

insufficient sample size, are merged into a third category. The idea is to avoid noise from

cells that are not important for the association effect. MB-MDR was first implemented

and used for case-control studies, i.e. binary traits, but was later extended to quantitative

traits (Mahachie John et al., 2011) and censored traits (Van Lishout et al., 2013).

The procedure of MB-MDR consist principally of three steps, see Figure 1 of (Cattaert

et al., 2011). In step 1 all possible combinations of the k factors (k = 1,2, . . .) are tested

for association with the trait. The choice of test depends on the trait type and may as

such also be parametric or nonparametric. In step 2 the p-values for the test statistic

calculated in step 1 are thresholded against some reference critical value pc which per

default is 0.1as recommended by Cattaert et al. (2011). Cells with p < pc are classified as

high risk (H) or low risk (L) depending on the direction of the effect whereas cells with

p ≥ pc are classified as no risk evidence (O). For additional computational efficiency,

cells with group size (e.g. cases+controls) less than a second threshold (default is 10) are

also classified as O. In step 2 a second round of association tests is calculated for these

HLO vectors and again the method allows for different testing strategies (Calle et al.,

2008; Cattaert et al., 2011). In step 3 the significance of the test statistics from step 2

are determined with correction for multiple correlated tests using resampling-based step-

down maxT adjusted p-values (Westfall et al., 1993).

For the calculations we used a C++ implementation5 (Cattaert et al., 2011) which

includes the efficient implementation of the multiple testing algorithm MAXT by Van

Lishout et al. (2013). Also an even faster and so far unpublished algorithm (speedMAXT)

is available and trades a slight higher false-positive rate for time (personal communication,

François van Lishout, January 2014). The test statistic currently used by the programme

is the maximum of the two tests H vs L/O and L vs H/O. The software includes the useful

5http://www.statgen.ulg.ac.be/software.html
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opportunity to run parallel workflow both for the MAXT algorithm and to an even greater

extent for the speedMAXT algorithm. The software handles interactions up to 3D, i.e.

single markers, 2- or 3-way interactions, and can be used both for binary, continuous and

time-to-event (censored) traits. Furthermore, it is possible to run for example all 3-way

interactions between 1 (fixed) environmental factor and all possible SNP-SNP combina-

tions which obviously is much faster than if all possible 3-way interactions had be search.

For the adjustment of main effects it is possible to choose co-dominant or additive

(or none) coding of the genotypes. Mahachie John et al. (2012) recommends to always

account for main effects of the SNPs under investigation for interaction and to do this as

an integrated part of using MB-MDR as this adequately controls false positive findings.

Furthermore they concluded that the co-dominant correction should be preferred as the

additive coding may be insufficient and lead to overly optimistic results (c.f. Mahachie

John et al., 2012).

2.1.4 Logic Feature Selection (logicFS)

Logic feature selection is a variant of the machine learning method called logic regres-

sion (Ruczinski, 2000) proposed by Schwender et al. (2008). It can be used to detect and

quantify importance of genetic interactions in e.g. case-control studies by use a simulated

annealing search algorithm within a regression framework including e.g. linear regression,

logistic regression and Cox regression as possible responses. It is a prerequisite that the

predictors are either binary (0/1, yes/no etc.) or can be formulated as a Boolean combin-

ation of binary variables. Thus continuous variables can only be used after categorisation

though they may also enter as covariates in the regression. Under these considerations,

environmental variables can be included and importance of G×E interactions may be

investigated.

The method is implemented in the R Bioconductor6 package logicFS and uses a so-

called bagging approach (Breiman, 1996; Schwender et al., 2008) to stabilise the search

for interactions. This is done by applying the simulated annealing algorithm multiple

times to B bootstrap samples drawn by sampling with replacement from the original data.

The original observations which are not in a given bootstrap sample are referred to as

the out-of-bag (oob) observations. These are used to determine the importance of prime

implicants (variables and interactions included in the proposed models) in terms of a vari-

able importance measure (VIM), see Schwender et al. (2008) and the Appendix. During

this process each logic expression (tree) from the resulting logic model is turned into a

disjunctive normal form (DNF) which is an OR-combination of AND-combinations (the

prime implicants).

2.2 Simulation of data

Case-control samples with individual-based genotypic data were generated using the Py-

thon7 -based simulation environment simuPOP8 (Peng et al., 2005; Peng et al., 2012).

We used our own collection of scripts obtained by modification of a number of publicly

6http://www.bioconductor.org
7www.python.org
8http://simupop.sourceforge.net/
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available simuPOP-based scripts. More details are given in the Appendix but in short,

case-control samples are generated by use of the rejection sampling algorithm devised

by Peng et al. (2010) and procedures from the Gene-Environment iNteraction Simulator

(GENS) (Amato et al., 2010) and GENS version 29 (GENS2) (Pinelli et al., 2012) to con-

trol the penetrance while allowing for G×E interaction between two disease predisposing

loci (DPLs) and one disease predisposing environmental variable (DPE).

Simulations are specified by the following parameters: expected disease prevalence in

the population (m), the name (id) of DPLs (one or two), relative risk (RR) of the high risk

homozygote compared with the low risk homozygote (expected risk ratio), a dominance

parameter (W ∈ [0,1]), and parameters of the environmental variable plus the effect in

terms of odds ratio (OR) of a one-unit increase in the environmental exposure for the

(two-locus) genotype conferring the highest risk. The dominance parameter determines

the relative risk of the heterozygote genotype as RRW . Furthermore models for G×G and

G×E needs to be specified.

3 Results

3.1 Generation of case-control samples

3.1.1 Choice of initial sample and generation of base sample

To ensure realistic correlation between the SNPs we used phased genomic data from the

HapMap3 (International HapMap 3 Consortium, 2010) database10 for the initial popula-

tion consisting of the 993 unrelated subjects obtained by merging all 11 HapMap3 pop-

ulations. Despite of this initial mix of populations, we treated this as a single population

and migration was not considered. Peng et al. (2010) also used this strategy and showed

that it works reasonably well. The reason for using the combined sample was to avoid bot-

tleneck effects that may result from small founder population that are rapidly expanded.

Moreover, even though the sudden population admixture caused long-range admixture

LD this decayed enough over generations that long-range LD was not observed in the

final simulated population (Peng et al., 2010). That LD is broken down relatively fast in

expanding populations was also shown by Slatkin (1994).

Using a Wright-Fisher forward-time simulation with mutation and recombination, the

initial population was then expanded linearly for 500 non-overlapping generations to a

base population of 50,000 individuals. The effective population size is then approxim-

ately the harmonic mean of the census sizes in individual generations (Wright, 1938;

Crow et al., 1970), and thus equals Ne=12,658. This appears to be a reasonably ef-

fective size for the present human population. The effective population size used dur-

ing phasing of HapMap 3 release 2 for CEU was 11,418 according to the document

hapmap3 r2 phasing summary.doc available from the HapMap3 FTP site10.

9http://sourceforge.net/projects/gensim/
10ftp:ftp.ncbi.nlm.nih.govhapmapphasing2009-02 phaseIIIHapMap3 r2
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3.1.2 Choosing chromosomal regions and SNPs

For the large scale simulation study genome-wide strategies for G×E interaction analysis

is the goal and for that purpose we would choose all common SNPs from the HapMap3

populations that are present on a specific commercial GWAS SNP chip. However, we

start out by considering a smaller set of SNPs. Although the exact selection of loci do not

matter for simulation purposes, we decided to mimic a strategy that might also be used

to reduce the number of markers investigated for interactions in a real study. We simply

selected the putative genetic linkage regions for schizophrenia in Caucasians based on

a meta-analysis by Ng et al. (2009)11: 2q33.3–36.3 (206.3–228.3 Mb), 3p14.1–q13.32

(71.6–120.2 Mb), 5q31.3–35.1 (141.8–167.7 Mb), 6p21.31–12.1 (33.9–56.6 Mb), 8p22–

12 (15.7–32.7 Mb), and 16p13.12–q12.2 (13.2–51.5 Mb). An updated list including more

recent findings such as those from the Psychiatric Genomic Consortium (PGC) (Ripke

et al., 2011; Ripke et al., 2013) could have been applied. From these six regions we

chose SNPs that was present on the Illumina HumanHap550 chip and common to all 11

HapMap3 populations. We added a buffer zone of 10% of the region size to the ends of

each region to allow an unrestricted choice of DPLs from the putative regions without

risking edge effects. Alternatively, we could have excluded the outermost 10% or so

of the region when choosing these variants. A total of 35680 of the 561,466 (547,458

autosomal) SNPs present on the HumanHap550 chip were positioned in these regions.

Another restriction that should be noted is the assumption that the two DPLs are not in

LD. To ensure this we simply chose DPLs from two different chromosomes.

At first we restricted to SNPs with MAF>0.05 in the base population leaving 33,053

SNPs for analyses (Foldager et al., 2013). Due to numerical problems in the optimiser that

converts population features to model parameters (in the MLM) we subsequently included

only SNPs with a genotype frequency of at least 0.05 for the minor allele homozygote.

The problem was most likely caused by cells (combinations of SNPs and/or environ-

mental factors) with low or zero counts: under random mating and thus Hardy-Weinberg

proportions, a MAF above 0.05 only corresponds to a genotype frequency above 0.0025.

This might be a valid approach for single-marker analyses but for G×G and G×E inter-

action analyses it becomes a numeric problem. After this more stringent inclusion criteria

19,097 SNPs remained in the regions: 2719 in chromosome (chr) 2, 4495 in chr 3, 3341

in chr 5, 2726 in chr 6, 2899 in chr 8, and 2917 in chr 16. Finally, to speed up calculations

further, we decided to use only SNPs from the two chromosomal regions that included

the DPLs.

3.1.3 Generation of case-control samples

We decided to simulate from all sixteen possible combinations of two minor allele fre-

quencies (MAF ∈ {0.3,0.4}) and two risk ratios (RR ∈ {1,1.2}) between high risk and

low risk homozygote genotypes for each DPL, two odds ratios (OR ∈ {2,5}) related to a

one unit increase of the DPE, and two exposure proportions given by a probability para-

meter (π ∈ {0.25,0.5}) of a binomial environmental distribution (bi(1,π) distribution, i.e.

a Bernoulli distribution). We currently only consider models with two DPLs and one DPE

and we use the gene-environment interaction model referred to as GEM in Pinelli et al.

11http://www.szgene.org/linkage.asp
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(2012) and no epistatic changes of the penetrances. No extra noise from non-predisposing

environmental factors were included and we use the same parameters for both DPLs with

W = 1 (i.e. a dominant genetic model). Furthermore, we use a fixed sample size of 10,000

with equally many affected and unaffected individuals and assumes the expected disease

prevalence to be 1%. A flowchart of the simulation procedures is shown in Figure 1.

Figure 1
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3.2 Checking the simulated data

Table 1 shows the allele frequencies of the DPLs observed in the initial population, and

the allele and genotype frequencies observed in the base population. The site frequency

spectrum plots of allele frequencies in the base population versus the initial population for

each of the 6 regions are shown in 2. The reduction given by excluding SNPs according

to P(m/m) > 0.05 is indicated by green coloured points. The extra SNPs added by the

use of the less stringent criterion MAF>0.05 are the blue points whereas red points are

those exclude by both criteria. There is no indication of serious problems.
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Table 1 DPL allele and genotype frequency

Genotype frequencya

ID (chr) MAFinit MAFbase M/M M/m m/m

rs4257797 (5) 0.34 0.30 0.49 0.42 0.090

rs1781740 (6) 0.23 0.30 0.49 0.42 0.089

rs2941399 (6) 0.38 0.40 0.36 0.48 0.16

rs7000415 (8) 0.41 0.40 0.36 0.48 0.16

a M=major allele, m=minor allele
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Site frequency spectrum. Green points are SNPs for which the frequency P(m/m) of the minor

homozygote is above 0.05, blue points are the extra points obtained using a limit of MAF>0.05, and red

points are those excluded by both limits. That is, all SNPs is the union of green, blue and red points. The

slope line is the least squares fit using all points.
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3.2.1 BOSS and BOOST results

Summary statistics of p-values obtained using 100 simulated samples of 5,000 cases and

5,000 controls for each of the 16 scenarios are presented here for: 1) single-marker χ
2(2)

genotype-based tests from BOOST (Figure 3); 2) single-marker additive tests adjusted for

DPE main effect (Wald tests) from BOSS (Figure 4); 3) two-way interaction tests adjusted

for SNP and DPE main effects (Wald tests) from BOSS (Figure 5). Furthermore results

from two-way SNP-SNP interaction tests adjusted for main effects (χ2(4)) from BOOST

are summarized (Figure 6). The curves shown in the figures are smoothing splines12 and

all values are plotted on a minus-log-base-10 scale against chromosomal position (base

pairs).

Figure 3 indicate that the simulated samples adhere to the simulated models with

respect to genotypic main effects: RR=1.0 corresponding to no effect and RR=1.2 cor-

responding to a small main effect (same for both DPLs). There are no noticeable effects

of varying the other parameters (MAF, OR and prevalence π of environmental exposure).

It is noticeable that none of the minima are above the Bonferroni adjusted threshold in

the scenarios where RR=1.0 whereas this is the case for a small set of markers when

RR=1.2. Interestingly those above the threshold are not just markers in close proximity

to the DPLs. Probably this is due to longer ranging LD. Note also, that the main effects

(RR=1.2) would remain undetected in many of the samples when using the Bonferroni

threshold.

Figure 4 show that the adjusting for the environmental diminishes p-values of the

genetic main effects. In accordance with the simulated models this reduction is larger

for larger environmental effect, i.e. more pronounced when the samples were sampled

with OR=5.0 than with OR=2.0. The other conclusions from BOOST single-marker tests

(figure 3) remains.

Figure 5 show summary statistics from BOSS G×E tests (two-way interaction between

SNPs and DPE) adjusted for main effects of SNP and DPE. Here we note that the two-

way interactions between DPLs and DPE are highly significant when the main effect of

DPE is smaller (OR=2.0) and less prevalent (π = 0.25). Both increased prevalence of

the environmental factor (DPE) and increase of its disease predisposing effect (OR=5.0)

diminishes the significance of the interaction term. The LD effects mentioned for single-

marker BOOST results are still visible. We chose to use the same range of the y-axis as we

used in figure 3 and figure 4 though this means that some of the points for the DPLs is out-

side the range. The two points missing for the scenario with MAF=0.3, RR=1.2, OR=2.0

and π = 0.25 are P=2.8e-18 and P=9.0e-18. The one point missing for the corresponding

scenario with MAF=0.4 is P=8.6e-18.

Figure 6 shows bar plots summarising BOOST G×G χ
2(4) genotype-based tests

(two-way interaction between SNPs). Only test statistics >30 (P<4.9e-6) were used and

the tests are adjusted for main effects of the interacting SNPs. The bars are the number

of samples (out of 100) where the SNP was present in at least one SNP-SNP interaction

with a test statistic above the threshold of 30. In agreement with the models simulated

(no epistasis), no systematic patterns are apparent and the DPLs are not more often part

of G×G interactions than the other SNPs.

12R function smooth.spline with default options except for the curves showing minimum of p-values

where all knots were used.
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BOOST: Single-marker genotype-based test. The figure shows summary statistics of p-values from

single-marker χ
2(2) genotype-based tests from BOOST using 100 simulated samples of 5,000 cases and

5,000 controls for each of the 16 scenarios (parameters are indicated). Curves are smoothing splines12 and

all values are plotted on a minus-log-base-10 scale against chromosomal position (base pairs). The grey

curves indicate upper and lower quartiles, the black curves are medians, and the red curves are minimum

of p-values (maximum of − log10(P)) from the 100 samples at each marker. The green bars show the

interquartile range for the DPLs. The black points are medians of p-values for DPLs and their each of 5

neighbouring markers at each side (those for DPLs are filled bullets and a bit larger). The ’+’ points are

minimum of p-values for the DPLs. The horizontal broken lines indicate the nominal significance level

(0.05) and the Bonferroni threshold (dash-dot blue line) after adjustment for all SNPs in the two regions,

and the blue triangles show non-DPL minimum of p-values above this threshold.
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BOSS: Single-marker additive DPE adjusted test. The figure shows summary statistics of p-values from

single-marker additive tests adjusted for DPE main effect (Wald tests) from BOSS using 100 simulated

samples of 5,000 cases and 5,000 controls for each of the 16 scenarios (parameters are indicated). Curves

are smoothing splines12 and all values are plotted on a minus-log-base-10 scale against chromosomal

position (base pairs). The grey curves indicate upper and lower quartiles, the black curves are medians, and

the red curves are minimum of p-values (maximum of − log10(P)) from the 100 samples at each marker.

The green bars show the interquartile range for the DPLs. The black points are medians of p-values for

DPLs and their each of 5 neighbouring markers at each side (those for DPLs are filled bullets and a bit

larger). The ’+’ points are minimum of p-values for the DPLs. The horizontal broken lines indicate the

nominal significance level (0.05) and the Bonferroni threshold (dash-dot blue line) after adjustment for

all SNPs in the two regions, and the blue triangles show non-DPL minimum of p-values above this threshold.
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BOSS: Two-way G×E interaction test. The figure shows summary statistics of p-values from two-way

interaction tests adjusted for SNP and DPE main effects (Wald tests) from BOSS using 100 simulated

samples of 5,000 cases and 5,000 controls for each of the 16 scenarios (parameters are indicated). Curves

are smoothing splines12 and all values are plotted on a minus-log-base-10 scale against chromosomal

position (base pairs). The grey curves indicate upper and lower quartiles, the black curves are medians, and

the red curves are minimum of p-values (maximum of − log10(P)) from the 100 samples at each marker.

The green bars show the interquartile range for the DPLs. The black points are medians of p-values for

DPLs and their each of 5 neighbouring markers at each side (those for DPLs are filled bullets and a bit

larger). The ’+’ points are minimum of p-values for the DPLs. The horizontal broken lines indicate the

nominal significance level (0.05) and the Bonferroni threshold (dash-dot blue line) after adjustment for all

SNPs in the two regions, and the blue triangles show non-DPL minimum of p-values above this threshold.

A few values are smaller than 1e-13 and thus outside the range of the y-axis.
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BOOST: Two-way G×G interaction test. Bar plots summarising results from two-way SNP-SNP

interaction tests adjusted for main effects (χ2(4)) from BOOST using 100 simulated samples of 5,000

cases and 5,000 controls for each of the 16 scenarios (parameters are indicated). The bars show the number

of samples each SNP appear in at least one G×G two-way interaction with the χ
2(4) statistic above a

threshold of 30 (P<4.9e-6). The results for DPLs are shown with black bars and by a square point on the

x-axis in cases where this count is zero.
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4 Discussion

Finding and choosing the most appropriate method and software to simulated genetic

data can be difficult but a web site was recently established to accommodate this process

(Peng et al., 2013). Moreover, a thorough review of state of the art software for computer

simulations of population and evolution genetics can be found in Hoban et al. (2012)—

though state of the art changes quite rapidly in this field. We used the very general

Python-based forward-time simulator simuPOP (Peng et al., 2005; Peng et al., 2012)

which is able to simulate individuals with genotypes under many evolutionary scenarios.

In the present paper we simulated from sixteen scenarios but further scenarios will

be considered for the full scale study by varying the sample size, varying the disease

prevalence, varying the co-dominance parameter W (e.g. W=0.5 corresponding to addit-

ive effects and W=0 corresponding to recessive effects), combinations of MAF (i.e. not

same MAF for both DPLs), inclusion of epistasis, inclusion of environmental noise, other

values of RR, OR and π , other models and other restrictions on the SNPs included. It

would be desirable to be able to also model over-dominance of the heterozygote genotype

and to have a more precise control on the epistatic parameters. We might also consider

simulating with uneven proportions of cases and controls. It is possible to also use non-

neutral selection, migration, non-overlapping generations and non-linear expansion for

the evolution of the initial population, thus providing more realistic scenarios, but making

conduction and interpretation more complicated.

Pinelli et al. (2012) noted that there is a balance between restrictions and the demands

for the user of the software to choose parameter values. To make their system more user

friendly and available maybe to a broader audience constraints were therefore imposed

to reduce the complexity of the systems in GENS2. This should also be a way to en-

sure that the user knows exactly what was simulated and thus what the methods tested

should be able to find. However, we find that user have very little handle on the changes

imposed by the epistasis option as most parts of that matrix is determined by an optimisa-

tion algorithm. Furthermore, in our opinion, some of the restrictions are not too obviously

meaningful. Especially the omission of main effects in the interaction model and restric-

tion away from over-dominance of the heterozygote genotype may not always be natural.

The use of an greatly admixed initial sample induce long-range admixture LD (Smith

et al., 2005) but due to the many subsequent generations in an expanding population and

thereby recombinations, this LD have been reduced (Slatkin, 1994) enough that Peng et

al. (2010) found no sign of elevated long-range LD in the simulated populations. The

reason for using the combined samples were to reduce the problem of bottleneck effects

(and associated genetic drift) that may result from small founder population being rapidly

expanded. Peng et al. (2010) expect the availability of large sequenced samples of high

coverage will enable the possibility to obtain population-specific samples, i.e. to simulate

from population-specific initial populations rather than from a mixture of populations.

This is, however, unlikely to affect the results of the current simulation study.

Half of the scenarios have been run using the speedMAXT parallel workflow of MB-

MDR to search for three-way interactions consisting of the DPE and all combinations of

SNP pairs. The options were set such that only the 1000 combinations with the largest

test statistic were stored and evaluated. However, from a first quick sneak peek it seems

that these 1000 test statistics are almost of the same size and thus apparently not revealing
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the simulated interaction. This is something we have to look closer into and thus, at this

time, no MB-MDR results will be presented. No analyses using logicFS have yet been

completed.

4.1 Comparisons of G×E interaction methods

Complicated problems tend to yield complicated answers and it is not straightforward to

compare complex approaches like machine learning methods where the performance not

only depend on the often complicated problems they are applied to, but also to some extent

depends on the user’s ability to tune parameters of the algorithms. Therefore, when ap-

plying machine learning methods in practice several different methods, algorithms and/or

sets of parameters are often used. So far we have just used default settings if possible or

reasonable but a more thorough investigation should be made for choosing algorithmic

parameters in such a way that the comparisons are reasonably fair. Some preliminary

considerations of how to compare and measure the performance and the G×E methods

are given here.

Computational speed and scalability is one issue that may be important to consider.

To be realistically useful for genome-wide interaction studies the methods and software

should probably be parallelisable to as large an extent as possible and this may well be

a major factor to consider when choosing methods. Measuring the computing time may

in itself be problematic and physical limitations of the machine/system may also affect

methods differently. Limits in memory may slow some methods but not others, harddisk

speed may affect some methods more than others, processor speed likewise. Also, there

may well be a trade-off also between speed and precision. An example of an examination

of speed versus sensitivity can be found in Brinza et al. (2010).

Many methods are only implemented to detect two-way interactions whereas others

search for higher order interactions too. If the simulated (known) truth only implies a two-

way interaction should we then prevent the algorithms from searching for interactions of

higher order? And how about methods that allow for multiple interacting factors (even

if restricted to two-ways) should these then be confined to one interaction term, e.g. a

maximum of one tree? Furthermore, some methods only allows for a somewhat limited

number of factors (e.g. SNPs) to analyzed whereas others searches through all possible

SNP-SNP interactions in a GWAS and others again uses a multi-step approach to shrink

the search space. That is, how do we handle differences in complexities between methods

when we compare them? Along these lines, some methods may include more terms than

needed to capture the true association. As an example, if we set the limit of the model

size higher than needed then many machine learning methods are likely to be overfitting

but might still also find the true signal.

Concerning the ability to predict the outcome we may consider using the misclassi-

fication rate (MCR), the (predictive) accuracy (AC), the balanced accuracy (BA) and the

kind. In Table 2, the so-called confusion matrix, we have shown some of the terms of-

ten used in this respect. Sometimes cross validation is used to assess and compare the

prediction ability of different methods but we may just as well utilise that we have sim-

ulated multiple datasets from the same population. If we have fitted a model using one

of the 100 datasets (training data) then we can access the fitted models ability to predict

affection status in the other 99 datasets (test data).
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Table 2 The confusion matrix

Observed

Affected Unaffected Total
P

re
d

ic
te

d

Affected a (TP) c (FP) a+c

Unaffected b (FN) d (TN) b+d

Total a+b c+d N

TP: true positive; FP: false positive; FN: false negative;

TN: true negative; N=a+b+c+d=TP+FN+FP+TN; sensit-

ivity=a(a+b); precision=a(a+c); specificity = d/(c+ d);
negative predictive value (NPV)=d(b+d)

Let y∗ = (y∗1, . . . ,y
∗
N) denote the observed binary response for a test dataset and let

ŷ = (ŷ1, . . . , ŷN) be that predicted by a model fitted on the training data but evaluated

on the observed p predictors X (N × p matrix) from this test dataset. Then the squared

difference (y∗i − ŷi)
2 will be 1 if the i’th individual is misclassified by the fitted model and

the misclassification rate may therefore be calculated as

MCR =
1

m

m

∑
i=1

(y∗i − ŷi)
2 (1)

This is also referred to as the mean model error rate in Wolf et al. (2010) and in the

case of a continuous response it is the mean squared error (MSE). Comparing with the

entrances of the confusion matrix (Table 2) we see that the MCR = (FP+FN)/N. The

(predictive) accuracy is AC=(TP+TN)/N and since N=(TP+FP+TN+FN) we see imme-

diately that AC=1-MCR. Thus it is a matter of taste if AC or MCR is used. In case

of imbalanced datasets (unequal number of cases and controls) some advocate using

the balanced accuracy (BA) defined as the average of the sensitivity and specificity, i.e.

BA=(sensitivity+specificity)/2.

Finally, it is standard to compare methods by their power (sensitivity) and ability to

maintain the level of significance (type I error rate = rate of false positive = 1-specificity).

The power can be determined as the proportion of simulated test datasets in which the

disease associated effects are detected by the method. But what if some of the effects are

detected? And what if main effects are detected but not the interactions? One also need

to consider how indirect association count, i.e. association with markers that are in LD

with the causal variant. Measures of importance like the VIM in logicFS may be a way to

handle this and it should be investigated if similar measures exists or can be developed for

the other methods to be compared. To determine maintenance of specificity, simulations

without disease association (null models) are usually made and the proportion runs with

erroneously detection of an effect then determines the type I error rate. But if interactions

are the point of interest what is then the correct null model? Should it be one with or

without main effects? This is the same problem that makes permutation-based testing

difficult to implement for methods searching for interactions.
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4.2 Concluding remarks

We initiated analyses using tradition two-step logistic regression and the two machine

learning/data mining methods logicFS and MB-MDR. A practical issue in connection with

machine learning methods is the need of complete data (no missing genotypes or other

measures) which is not needed when using logistic regression or other generalised linear

models. The MB-MDR and logicFS softwares are not exceptions from that rule. Another

problem is scalability of the methods with limits on the the number of markers and/or

other factors/covariates that can be included. These limits may be software specific in

terms of restrictions defined in the programs or hardware induced by memory limits or

processor capacities. On the other hand, one of the advantages of using machine learning

methods is the possibility to search for higher order interactions without being comprom-

ised by the need to adjust for multiple testing adjustment to a degree that the effect sizes

or sample size have to be unrealistically large.

Finally, optimal methods should take genotype probabilities and thereby allow for im-

precision (or variation) of genotyping (and/or imputation) as well as avoiding the need for

complete data. This may be worth having in mind when choosing further G×E methods

for comparison.

Appendix

simuGEMS

Applying the simuPOP simulation environment (Peng et al., 2005; Peng et al., 2012), we

generated case-controls samples with individual-based genotypic data. We constructed

our own set of Python scripts, borrowing massively from the available scripts8 described

in (Peng et al., 2010; Peng et al., 2012) and from GENS29 (Pinelli et al., 2012). We

call this collection of scripts the simuPOP-based Gene-Environment Model Simulator

(simuGEMS) and it is available from the corresponding author on request.

We simulated without selection (e.i. only neutral processes) on all SNPs and instead

of using trajectory sampling to ensure specific MAF of predefined DPLs we picked at

random among SNPs having a MAF of a certain size in what we refer to as the base

population (see Results). Mutation rate and recombination intensity were both set at

1e−8 and the recombination rate is then the intensity multiplied by the physical distance

in basepairs (bp) between adjacent loci.

To generate case-control samples we implemented the rejection sampling method de-

scribed in Peng et al. (2010). This rejection sampling algorithm is needed when consid-

ering diseases of low prevalence as the proportion of affected will usually be too low for

random sampling from the base population to be feasible.

Affection status was generated by modified scripts from GENS2 to control the pen-

etrance while allowing for gene-environment (G×E) interaction between up to two dis-

ease predisposing loci DPLs and one DPE, with the possibility to also introduce epistasis

(G×G interaction) as a source of complexity. In addition to some bug fixes we extended

with binomial (including binary) and multinomial DPE distributions.

It is as such no problem to simulate log-linear G×E models directly using simuPOP,

see e.g. example 2 in Peng et al. (2010). But the set of parameters specifying the model
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have to be chosen in a way that the expected disease prevalence (found by integration

over the sample space of the covariates) equals the assumed proportion of the population

(e.g. 1%) given the generated allele or genotype distribution of the DPLs and under the

selected distribution of the DPE. This is not trivial but it is what the GENS framework was

designed to solve.

The calculation of penetrances in the interaction models is carried out by use of the

mathematical approach Multi-Logistic Model (MLM) suggested by Amato et al. (2010).

Using the Knowledge Aided Parameterization System (KAPS) (Amato et al., 2010) for

one DPL one DPE or KAPS version 2 (KAPS2) (Pinelli et al., 2012) for two DPLs one

DPE, values of biological and epidemiological parameters are translated to the coefficients

of the MLM which corresponds in essence to penetrances of the various combinations of

DPL (multilocus) genotypes as a function of the DPE.

The parameters consists of the expected disease prevalence of the sample (m), the

name (id) of DPLs (one or two), relative risk (RR) of the high risk homozygote compared

with the low risk homozygote (expected risk ratio), a dominance parameter (W ∈ [0,1]) ,

and parameters of the environmental variable plus the effect in terms of odds ratio (OR)

of a one-unit increase in the environmental exposure for the (two-locus) genotype con-

ferring the highest risk. The dominance parameter determines the relative risk of the

heterozygote genotype as RRW so that W = 0 corresponds to a dominant model, W = 1

is a recessive model, and otherwise a co-dominant model is obtained. Over-dominance

(W > 1) cannot be modeled at present. The genotype frequencies of each DPL is calcu-

lated from allele frequencies under the assumption of random mating in non-overlapping

generations, i.e. Hardy-Weinberg proportions. Furthermore models for G×G and G×E

needs to be specified and chosen, see Pinelli et al. (2012).

VIM measures in logicFS

Two VIM measures are available in logicFS—one for single-tree models and one for the

multiple-tree case. The latter may also be used for a single-tree model. In both cases a

large positive value corresponds to a high importance of the prime implicant, a value close

to zero indicates no importance, and a negative value shows that the prime implicant is

obstructive for the classification (c.f. Schwender et al., 2008). Let Hb denote the set of

prime implicants identified in the model fitted using the b’th bootstrap sample and let Nb

denote the count of oob observations correctly classified by this model, b = 1, . . . ,B. Let

H = {Hb} denote the set of all prime implicants observed in the B DNFs.

Single-tree VIM measure For the single-tree situation a VIM can be calculated for

each element of h ∈ Hb in the following way: for b ∈ 1, . . . ,B : h ∈ Hb remove this

prime implicant from the DNF and re-count the number N
(−h)
b of correctly classified oob

observations using this reduced model. Correspondingly, b ∈ 1, . . . ,B : h /∈ Hb add this

prime implicant to the DNF and re-count the number N
(+h)
b of correctly classified oob

observations using this extended model. Now the importance of h can be measured by

(Schwender et al., 2008, equation 4.1):

V IMS(h) =
1

B





∑b:h∈Hb
(Nb −N

(−h)
b )

+∑b:h/∈Hb
(N

(+h)
b −Nb)



 (2)
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Multiple-tree VIM measure In the case with more than one tree it is only possible

to consider the part where prime implicants are removed. The prime implicant will be

removed at once from all trees (models). We will stick to the same notation as for single-

trees and let N−h
b denote the number of correctly classified oob observations in the reduced

model. The importance is then measured by (Schwender et al., 2008, equation 4.2):

V IMM(h) = 1
B ∑

B
b=1(Nb −N

(−h)
b )

= ∑b:h∈Hb
(Nb −N

(−h)
b )

(3)
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Introduction: Strong evidence demonstrates a genetic susceptibility to suicidal behaviour and a

relationship between suicide and mental disorders. The aim of this study was to test for association

between suicide and five selected genetic variants, which had shown association with suicide in other

populations.

Method: We performed a nationwide case-control study on all suicide cases sent for autopsy in

Denmark between the years 2000 and 2007. The study comprised 572 cases and 1049 controls and is

one of the largest genetic studies in completed suicide to date. The analysed markers were located

within the Serotonin Transporter (SLC6A4), Monoamine Oxidase-A (MAOA) and the Tryptophan Hydro-

xylase I and II (TPH1 and TPH2) genes.

Results: None of the genetic markers within SLC6A4, MAOA, TPH1 and TPH2 were significantly

associated with completed suicide or suicide method in the basic association tests. Exploratory

interaction test showed that the minor allele of rs1800532 in TPH1 has a protective effect for males

younger than 35 years and females older than 50 years, whereas for the oldest male subjects, it tended

to be a risk factor. We also observed a significant interaction between age-group and the 5-HTTLPR

genotype (with and without rs25531) in SLC6A4. The long allele or high expression allele tends to have

a protective effect in the middle age-group.

Limitation: We only analysed a limited number of genetic variants.

Conclusion: None of the analysed variants are strong risk factors. To reveal a better understanding of

the genes involved in suicide, we suggest future studies should include both genetic and non-genetic

factors.

& 2012 Elsevier B.V. All rights reserved.

1. Introduction

Suicidal behaviour aggregates in families (Brent et al., 1996;
Turecki, 2001), and studies of twins show that monozygotic
individuals have a greater concordance for suicide completion
and suicide attempts compared to dizygotic individuals (Roy

et al., 1991, 1995; Voracek and Loibl, 2007). The heritability is
approximately between 30 and 55% (Voracek and Loibl, 2007).

It is well established that psychopathology is an important
predictor of suicide completion and that more males than females
commit suicide. A meta-analysis comprising 3275 suicides showed,
on average, 87% of the subjects who committed suicide had a mental
disorder of which affective disorder and any substance disorder
were amongst the most common diagnoses (Arsenault-Lapierre
et al., 2004). A recent Danish population study, comparing 21,169
suicides over a 17-year period with matched controls, showed that
suicide risk is significantly increased for individuals with a hospita-
lized psychiatric disorder (Qin, 2011).
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Several studies have reported abnormalities in the functioning

of the serotonergic system in suicidal behaviour, and genes

encoding proteins involved in the regulation of serotonergic

neurotransmission have thus been investigated in numerous

association studies (for review see Tsai et al. (2011)). One of the

major candidate genes for suicide is the serotonin transporter

(solute carrier family 6 member 4: SLC6A4) gene located on

chromosome 17q11.2 and involved in the reuptake of serotonin

in the synaptic cleft. A common polymorphism (5-HTTLPR,

rs4795541), due to a 43 bp deletion located within the promoter

region of this gene, has been extensively studied in relation to

suicide. The long (L) allele of this marker has been associated with

a two- to three-fold more efficient transcription of the gene,

compared with the short (S) allele (Heils et al., 1996). A meta-

analysis by Li and He (2007) comprising 39 studies suggests

association between the S-allele of 5-HTTLPR and suicidal beha-

viour. We also included a single nucleotide polymorphism (SNP)

(rs25531) recently shown to be located 18 bp 50 to 5-HTTLPR

(Perroud et al., 2010) within the SLC6A4 gene. A functional

untranslated variable number tandem repeat (uVNTR) located in

the promoter region of the monoamine oxidase-A (MAOA) gene

(referred to as MAOAuVNTR) has also been studied in relation to

suicide (Courtet et al., 2005; Huang et al., 2004; Hung et al.,

2011b; Lung et al., 2011; Ono et al., 2002). MAOA is located on

chromosome Xp11.3 and is involved in degrading serotonin,

noradrenalin, adrenalin and dopamine. TheMAOAuVNTR has been

shown to affect the transcription of the gene (Deckert et al., 1999;

Sabol et al., 1998). Alleles of this marker with 3.5 and 4 repeats

have a higher activity than the short allele with 3 repeats. The

higher activity alleles have been shown to be associated with

violent suicide attempts in males (Courtet et al., 2005). Further-

more, the two tryptophan hydroxylase genes (TPH1 on 11p15.1 and

TPH2 on 12q21.1) have been associated with suicide as reviewed

by Tsai et al. (2011). TPH1 and TPH2 are involved in the initial and

rate-limiting step in the synthesis of the neurotransmitter ser-

otonin. Especially, a SNP in intron 7 (rs1800532 also known as

A218C) of TPH1 has been extensively studied (Ohtani et al., 2004;

Ono et al., 2000; Saetre et al., 2010; Turecki et al., 2001; Viana

et al., 2006). Li and He (2006) have performed a meta-analysis of

34 studies and demonstrated an overall significant association

between rs1800532 and suicidal behaviour. Additionally, a SNP

located in intron 5 of TPH2 (rs1386494) was studied by Zill et al.

(2004) and found to be significantly associated with completed

suicide.

Yearly, there are around 700 completed suicides in Denmark,

of which 15% are sent for autopsy by the police and confirmed as

suicide according to Danish legislation (Health Law no. 546,

2005). In the present study, we performed a nationwide case-

control study on all suicide cases sent for autopsy in Denmark

between the years 2000 and 2007 and analysed five genetic

markers involved in the serotonergic system.

2. Materials and methods

2.1. Study population

In Denmark, all deaths due to suicide or suspected suicide are

reported to the police and referred to a coroner’s inquest. If a

death is not sufficiently clarified, the police will order an autopsy,

which will be performed by one of the three Danish forensic

centres in Aarhus, Odense or Copenhagen.

Muscle tissue was collected at autopsy from Danish indivi-

duals who committed suicide between the years 2000 and 2007.

Suicides were classified as violent (including deaths by hanging,

drowning, firearms, air guns and explosives, cutting and piercing

instruments, jumping from high places, and other and unspecified

means, so long as poisoning could be excluded) or non-violent

(comprising of all types of poisoning). This classification method

has been widely adopted by other studies (Alvarez et al., 2000;

Chung et al., 2008; Marcinko et al., 2005).

Control samples were obtained from Danish working and

student populations. The controls from the working population

were screened for depression and recent suicidal thoughts by

questionnaire. The rest of the controls were unscreened medical

students, of whom we were unable to access personal data except

for gender and ethnicity. At inclusion, they confirmed that both

parents and all four grandparents were born in Denmark. Con-

cerning age-group, we assumed that they were less than 35

years old.

For both cases and questionnaire screened controls, we

excluded anyone without a valid personal identification number

(CPR number) and anyone not born in Denmark (unless both

parents were Danish born), to ensure ethnicity to be primarily

Danish and Caucasian. Using the CPR number, we linked the study

cases and the questionnaire screened controls to the Danish

Psychiatric Central Register (Mors et al., 2011) and the Danish

Civil Registration System (Pedersen et al., 2006) to extract

psychiatric registrations, gender, date and place of birth, citizen-

ship and place of present residence, as well as place of birth of

their parents. Questionnaire screened controls with a record in

the psychiatric register were also excluded.

After exclusions, the number of cases was reduced to 572 and

controls to 1049 (545 questionnaire screened controls and 504

unscreened medical students), making this one of the largest

studies on genetic association in completed suicide so far. The

characteristics of the cases and controls are available in Table 1

and additional clinical information on suicide cases is available in

Table 2.

Approvals were obtained from the Ethical Committees in

Denmark and from the Danish Data Protection Agency.

2.2. DNA extraction and genotyping

DNA from suicide victims was extracted from 25 to 50 mg of

tissue sample (psoas muscle or heart muscle), using the Qiamp

DNA mini Kit (Qiagen, Gmbh Hilden, Germany). Most samples

were embedded in Histovax Paraffin (Sakura Finetek, Copenha-

gen, Denmark) and a slight modification of the protocol was used,

replacing the xylene step with briefly spinning while still warm

after the proteinase K incubation, to separate off the paraffin.

All of the paraffin-embedded samples were additionally cleaned

up with phenol and chloroform extraction, followed by a standard

precipitation with ammonium chloride and ethanol. This cleaning

up stage more than doubled the success of PCR with all fragment

sizes tested. All paraffin slice DNA samples were thereafter run on

alkaline agarose gels to check the quality. Any samples with no

visible DNA, or which appeared to be contaminated with bacterial

DNA were excluded completely from the study. Samples which

looked badly degraded with the smear of DNA clearly under

300 bp in size were excluded from the rs25531 and 5-HTTLPR

data, as this required amplification of a 361–405 bp fragment.

For approximately 12% of the suicide samples, it was possible

to obtain frozen muscle tissue which ensured a much better DNA

quality.

DNA from control individuals was extracted from whole blood

using standard procedures.

Genotyping was performed on an ABI 3100 Prism Genetic

Analyzer, and the fluorescent peaks were analysed using Genemap-

per version 3.7 or 4.0 (Applied Biosystems, Fostercity, CA), except for

genotyping of rs1386494 on the questionnaire screened controls,

which was performed on a Sequenom MassARRAY platform and

H.N. Buttenschøn et al. / Journal of Affective Disorders 148 (2013) 291–298292
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analysed using the massARRAY Typer 4 software (Sequenom, Inc.,

San Diego, CA). All genotypes were checked independently by two

experienced investigators to reduce the risk of genotyping errors.

The forward primer used for genotyping the 5-HTTLPR and

rs25531 markers was modified using a FAM fluoroscein. PCR

products were directly used for the 5-HTTLPR genotyping to

reveal a long (L¼405 bp) or short (S¼361 bp) amplicon size. Five

ml of this PCR product were digested for one hour at 37 1C with

0.6 units of the MspI restriction enzyme (New England Biolabs,

Ipswich, MA) to reveal the rs25531 SNP (G/A), leading to observed

visible fragments according to the fluorescent attached forward

primer: LA¼340 bp, LG¼166 bp and S¼297 bp. The A to G sub-

stitution of this SNP has been shown to modulate the effect of

5-HTTLPR on transcriptional efficacy. The G-allele of this SNP

causes the L-allele of 5-HTTLPR to behave like the S-allele during

transcription (Hu et al. ,2006; Kraft et al., 2005).

Using the convention described by Parsey et al. (2006), the

combined genotypes of 5-HTTLPR and rs25531 were further

reclassified according to functional activity: SSþSLGþLGLG (low

expression), SLAþLGLA (medium expression) and LALA (high

expression).

PCR using a FAM fluorescence-labelled primer was used for

genotyping MAOAuVNTR (Furlong et al., 1999). We also reclassi-

fied the MAOAuVNTR according to functional activity (Deckert

et al., 1999): 2 and 3 repeats (low expression); 3.5, 4, 4.5 and

5 repeats (high expression). The two SNPs, rs1800532 and

rs1386494, were genotyped according to the SNaPshot protocol

(Applied Biosystems, Fostercity, CA) or the iPLEX Gold reaction

protocol (Sequenom, Inc., San Diego, USA).

Additional method conditions and primer sequences are avail-

able on request.

Statistics

Association between genetic markers and the case/control

phenotype was investigated using logistic regression. In order

not to have age as a continuous variable, we grouped age in three

groups: o35, 35–49, Z50 years.

Gender, age-group and their interaction were associated with

phenotype by sampling (see Table 1), and these factors were

therefore included as covariates in the regressions by default. The

interaction analyses were not planned a priori. Under certain

conditions efficiency would be gained by excluding these factors

even when heavily associated with phenotype (Clayton, 2008).

We retained them, as we believe that they might be proxies for

other unobserved factors, and their interaction was tested with

genotype. Results are presented from the relevant conditional

logistic regression model, when no other significant interaction

Table 2

Characteristics of 572 suicide cases and distribution by sex.

Characteristics Number (proportion) Female (proportion) Male (proportion)

Method of suicide (non-violent/violent) 238/334 (0.42/0.58) 111/98 (0.53/0.47) 127/236 (0.35/0.65)

Psychiatric hospital contact (no contact/contact) 247/325 (0.43/0.57) 67/142 (0.32/0.68) 180/183 (0.50/0.50)

Diagnosis of last psychiatric contact (codes in ICD-10)

Schizophrenia spectrum disorder (F21-F29, F600, F601) 57 (0.10) 25 (0.12) 32 (0.09)

Affective disorder (F30-F39) 59 (0.10) 32 (0.15) 27 (0.07)

Substance dependence (F10-F19) 79 (0.14) 19 (0.09) 60 (0.17)

Reaction to stress/adjustment disorder (F43) 50 (0.09) 30 (0.14) 20 (0.06)

Other psychiatric disordera 80 (0.14) 36 (0.17) 44 (0.12)

Time since last psychiatric contact

Within 1 year 183 (0.32) 82 (0.39) 101 (0.28)

Within 2–3 years 58 (0.10) 25 (0.12) 33 (0.09)

3 Years ago 84 (0.15) 35 (0.17) 49 (0.14)

a Any psychiatric diagnoses not specified.

Table 1

Characteristics of controls and suicide cases.

Controls Cases

N (proportion) 1049 (0.65) 572 (0.35)

Gender (F/M) 763/286 (0.73/0.27) 209/363 (0.37/0.63)

Age-groupa 594/218/237 (0.57/0.21/0.23) 128/200/244 (0.22/0.35/0.43)

TPH1: rs1800532b 363/483/181 (0.35/0.47/0.18) 182/228/80 (0.37/0.47/0.16)

TPH2: rs1386494b 743/268/22 (0.72/0.26/0.021) 396/150/7 (0.72/0.27/0.013)

SLC6A4:

SS/SL/LLc 175/471/391 (0.17/0.45/0.38) 32/138/105 (0.12/0.50/0.38)

6 levelsd 175/62/5/400/77/307 32/9/2/127/21/81

3 levelse 242/477/307 (0.24/0.46/0.30) 43/148/81 (0.16/0.54/0.30)

MAOA: MAOAuVNTR

Allelesf 2/634/21/1131/4/7 1/220/6/355/0/10

Male L/Hg 96/185 (0.34/0.66) 94/160 (0.37/0.63)

Female LL/LH/HH 110/320/329 (0.14/0.42/0.43) 31/65/73 (0.18/0.38/0.43)

a Age-group: o35/35–49/Z50 years.
b TPH1: CC/CA/AA; TPH2: GG/GA/AA.
c 5-HTTLPR alone.
d 5-HTTLPR combined with rs25531: SS/SLG/LGLG/SLA/LGLA/LALA.
e (SSþSLGþLGLG)/(SLAþLGLA)/LALA: low/medium/high expression.
f Alleles of MAOAuVNTR corresponding to 2/3/3.5/4/4.5/5 repeats: 187/217/235/247/265/277.
g Alleles with low expression, L: 187 and 217; and high, H: 235, 247, 265 and 277.
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than between gender and age-group exist, corresponding to

stratification on gender and age-group. We also analysed with

the case phenotype subdivided by suicide method.

Genotypes of two-allelic markers were coded by an additive

term Ai which is 0, 1 or 2 corresponding to the number of minor

alleles that individual i carries, and by a dominance term Di which

is 1 for heterozygote carriers and zero otherwise. This ensures

independent tests of specific assumptions of genetic models as

recommended in two recent publications (Joo et al., 2009; Zheng

et al., 2009). The reduction to the additive model was tested by

testing the null hypothesis that the dominance parameter is not

significantly different from zero. This simpler model, however,

was only used when the null hypothesis was clearly not rejected.

The analyses of genetic markers within MAOA on the X chromo-

some may require a different approach than those usually applied to

autosomal loci (Clayton, 2008, 2009). Inactivation of one of the female

X chromosomes early during development seems to be an accepted

mechanism, resulting in inactivation of one of the alleles per female

locus (Augui et al., 2011). Under the assumption of inactivation, the

effect of the minor allele in males has to be equivalent to the

difference between the two homozygote genotypes in females

(Clayton, 2009) or in other words; male carriers of the minor allele

should correspond to female homozygote carriers (Clayton, 2008).

This was done by coding the additive term Ai to be 0 or 2 for male X

chromosomal loci, whereas the corresponding Di is always 0.

Obviously, only females contribute to the dominance part. On the

other hand, some studies suggest that MAOA escapes X inactivation

(Carrel and Willard, 2005; Pinsonneault et al., 2006). Under the

assumption of no inactivation, male subjects were coded 0 or 1 for

the additive term.

A combined 2 degrees-of-freedom chi-squared test was calcu-

lated under both inactivation scenarios, by adding the two 1

degree-of-freedom chi-squared test statistics for the additive and

dominance effects from conditional logistic regressions stratified

on gender and age-group.

Analyses were carried out using Stata 11 and a significance

level of 5% was chosen.

Results

As expected, we observed an inequality in the sex distribution,

as more men than women commit suicide and most of those

using a violent method (Tables 1 and 2). We observed age and

gender associated with the diagnostic groups. Specifically, more

males (56%) than females were diagnosed with schizophrenia,

more females (54%) than males were diagnosed with affective

disorders and the onset age for affective disorders is on average

higher than for all other groups (not shown). Substance abuse is

much more prevalent in male subjects (74%) while stress/adjust-

ment disorders are more often seen in female subjects (54%).

Other disorders and not least suicidal cases without psychiatric

records were most frequent in males, 54% and 73%, respectively.

Genotype or allele frequencies of the markers are shown in

Table 1. There was no significant genotypic association per se

between the phenotype and the markers in TPH1 (rs1800532) and

TPH2 (rs1386494). For both markers, no significant dominance

effect was seen, and we consequently used an additive genetic

model.

We found no significant interactions with rs1386494 in TPH2.

For rs1800532 in TPH1, we found the following three two-way

interactions to be significant: gender by age-group (p¼0.0022),

gender by the additive term (p¼0.014), and age-group by the

additive term (p¼0.00057). The three-way interaction was not

significant. To explore these effects further, we calculated odds

ratios per minor allele within each gender and age-group

(Table 3). For subjects less than 35 years, the odds ratio was

0.6 for both females (95% CI: 0.3–1.1) and males (95% CI: 0.4–0.9),

whereas for subjects above 50 years, the odds ratio was 0.7 (95%

CI: 0.5–1.0) for females and 1.6 (95% CI: 1.0–2.5) for males.

We also analysed for association between rs1800532 and the

diagnostic groups within cases only, but did not observe any

significant association.

In SLC6A4, the proportion of chromosomes with the S-allele of

5-HTTLPR was slightly higher in controls (0.40) than in cases

(0.37). Larger differences were seen in the genotypes, where the

SS genotype was more frequent in controls and the SL genotype

was more frequent in cases, while the proportions of homozygous

L carriers were independent of phenotype (Table 1). The main

effect of genotype (joint additive and dominance effect) was,

however, not significant. The p-value from the test for dominance

effect was just above 0.05 (p¼0.064), but we decided not to

reduce to the additive genetic model. Building upon this model

(including the age-group by gender interaction), we also found

the interaction between age-group and genotype (joint additive

and dominance effect) to be close to nominal significance

(p¼0.051). Further exploration showed significant interaction

between age-group and the dominance effect (p¼0.011). This

interaction was driven by a significant dominance effect in the

group of individuals aged 35–49 years (p¼0.002), which also gave

a significant genotypic difference (joint additive and dominance

effect) (p¼0.006) between cases and controls. In this age-group,

conditional logistic regression with stratification on gender

revealed odds ratios (and 95% confidence intervals) for SL carriers

at 2.7 (1.1–6.6) and 2.7 (1.4–5.4), compared to SS and LL carriers,

respectively. In the two other age-groups, we found no significant

effects of the genetic marker (Table 4).

The tri-allelic marker introduced by the combination of

5-HTTLPR and rs25531 splitting the L-allele into LG and LA was

also considered. For both phenotypic groups, we noted that

genotypes, which include the LG-allele, are rather rare (0.5–8%)

Table 3

The effect (odds ratio) for each copy of the minor allele of rs1800532 in TPH1

within each combination of gender and age-group (o35, 35–49, Z50 years),

as obtained by the additive model.

Odds ratio (95 % CI) w
2(1) statistic p-value

Female

o35 0.6 (0.3–1.1) 2.7 0.10

35–49 1.1 (0.7–1.7) 0.7 0.17

Z50 0.7 (0.5–1.0) 4.1 0.044

Male

o35 0.6 (0.4–0.9) 7.4 0.0064

35–49 1.6 (0.9–2.8) 2.3 0.13

Z50 1.6 (1.0–2.5) 4.3 0.038

Table 4

Results for the SL genotype of 5-HTTLPR (rs4795541), compared with each of the

homozygous genotypes using conditional logistic regression with stratification on

gender and age-group. The results are also given separately within each age-group

stratified on gender. Odds ratios (OR) are shown with 95% confidence interval (CI).

Age-group SL vs: OR (95 % CI) w
2(1) statistic p-value

All SS 1.5 (1.0–2.5) 3.2 0.073

LL 1.2 (0.9–1.6) 1.1 0.29

o35 years SS 1.8 (0.7–4.6) 1.6 0.21

LL 1.2 (0.6–2.1) 0.2 0.63

35–49 years SS 2.7 (1.1–6.6) 4.8 0.029

LL 2.7 (1.4–5.4) 7.9 0.0049

Z50 years SS 1.0 (0.5–2.1) 0.0 0.96

LL 0.8 (0.5–1.3) 1.0 0.33
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(Table 1). Due to the rarity of the LG-allele, and by convention

from previous publications, we applied a reduced model dictated

by the expected equivalent functional behaviour of S and LG, i.e.

by collapsing these two alleles (SþLG). A likelihood ratio test did

not reject this reduction (p¼0.90). In this model, a clear signifi-

cant dominance effect was observed (p¼0.0065), and we there-

fore used the model with the joint additive and dominance effect.

As with 5-HTTLPR, there was a tendency of interaction between

age-group and genotype (p¼0.077), and a nominally significant

interaction between age-group and the dominance effect

(p¼0.049). Table 5 shows the results from comparing the hetero-

zygous genotype group with each of the homozygous types, using

a conditional logistic regression stratifying on both age-group and

gender, and for the three age-groups separately (stratifying on

gender). We note that, overall; the significant dominance effect is

depicted by the fact that the heterozygous group (medium gene

expression) raises the risk more than does the homozygous

genotype of the LA-allele (LALA, high gene expression). This effect

seems to be more pronounced for younger subjects (o35 years),

whereas among the oldest individuals (450 years), the risk effect

of the LA-allele looks more like a clear additive genetic effect,

although no differences are statistically significant within this

group. Interestingly, in the middle age-group (35–49 years), the

LA-allele tends to have a protective effect but still with a clear

dominance effect.

Genotyping MAOAuVNTR, we identified a new allele corre-

sponding to a 4.5 repeat of the repeated sequence. The new allele

was observed in four control individuals from the group of

unscreened medical students. In order to ensure this new allele

was not an artefact, the genotyping were repeated independently

several times by different investigators. We included the new

4.5 allele into the group of high expression alleles (Table 1).

Differences between cases and controls were modest, and the

combined 2 degrees-of-freedom test gave a p-value of 0.19 and

0.15 in the model assuming X-inactivation, and no inactivation,

respectively. We found no significant interactions, neither

between age-group and genotypes, nor between age-group and

any of the additive and dominance parameters. Using conditional

logistic regression, with stratification on age-group, the additive

term was not significant in the separate samples of male and

female individuals. In the genotypic model for females, the

dominance term was just above the border of significance

(p¼0.067).

With respect to suicide method, we observed no differences

between the two case groups for any of the analysed genetic

markers.

Discussion

We have performed a large nationwide association study on

suicides sent for autopsy in Denmark and analysed five genetic

variants located within the SLC6A4, the MAOA and the TPH1 and

TPH2 genes, respectively.

Numerous studies have tested for association between

rs1800532 (A218C) in TPH1 and suicide, but produced contrary

results. In a meta-analysis from 2006, an increased proportion of

the A-allele was found in cases with suicidal behaviour compared

with control individuals (Li and He, 2006). But several studies on

completed suicides did not find a positive association to this

marker (Bennett et al., 2000; Ohtani et al., 2004; Ono et al., 2000;

Stefulj et al., 2005). In accordance with these studies, we did not

observe any significant association between rs1800532 in TPH1

and completed suicide. Further analyses, however, showed that

the effect of carrying the A-allele depends both on gender and

age-group, as both two-way interactions with the additive genetic

term were significant. Table 3 shows how this interaction man-

ifests with a clearly significant protective effect of the minor

A-allele in male subjects younger than 35 years, while the A-allele

tends to be a risk factor for male subjects older than 35 years.

In contrast to this, a protective effect was observed for females in

the oldest age-group.

We could not replicate Zill et al. (2004) finding of association

between the G-allele of rs1386494 in TPH2 and completed

suicide. The very low frequency of the homozygous minor allele

genotype unfortunately limited the possibilities for doing reason-

able analyses with more than a few parameters.

The 5-HTTLPR genetic marker located within the SLC6A4 gene

has previously been extensively studied and has shown conflict-

ing results. Some studies have reported association between the

S-allele and suicide (Courtet et al., 2001; Neves et al., 2010; Segal

et al., 2006), while others find no statistical significant difference

(Coventry et al., 2010; Geijer et al., 2000; Rujescu et al., 2001;

Shen et al., 2004). A meta-analysis from 2007 shows support for

association between 5-HTTLPR and suicidal behaviour, but in the

subgroup analyses of studies, including only suicide completers

compared to healthy control individuals, no association was

observed (Li and He, 2007). Likewise, we did not find evidence

of association between 5-HTTLPR and suicide in the basic associa-

tion tests. We could not replicate previous findings suggesting

association between violent completed suicide and the S-allele of

5-HTTLPR, as recently reviewed by Gonda et al. (2011). A few

studies have investigated the 5-HTTLPR in combination with

rs25531 (De Luca et al., 2006b; Hung et al., 2011a; Segal et al.,

2009). A recent study on Chinese suicide attempters showed a

significant association to this tri-allelic marker (Hung et al.,

2011a). This is in contrast to our study and other studies using

subjects of Caucasian origin (De Luca et al., 2006b; Segal et al.,

2009).

The exploratory interaction analyses of the 5-HTTLPR marker

in the present study showed that the effect of being heterozygous

depends on age-group. An elevated suicide risk was observed for

heterozygous individuals between 35 and 49 years compared to

homozygous individuals. Further exploration of this revealed that

this effect was more pronounced in males than in females

(results not shown). The interaction analyses of the tri-allelic

marker in the serotonin transporter showed a statistically sig-

nificant protective effect of the low expression genotypes for

individuals below 35 years, and a statistically significant protec-

tive effect of the high expression genotype for individuals

between 35 and 49 years. These exploratory interaction analyses

are not obvious to interpret, and may reflect some underlying

unobserved factors. As far as we know, similar analyses have not

been performed by others.

Table 5

Results for the (SLA and LGLA) genotypic marker combination in SLC6A4 with

alleles grouped by function. SSþSLGþLGLG correspond to low gene expression,

SLAþLGLA to medium gene expression and LALA to high gene expression. The

heterozygote genotype is compared with each of the homozygous categories,

using conditional logistic regression with stratification on gender and age-group.

The results are also given separately within each age-group stratified on gender.

Odds ratios (OR) are shown with 95% confidence interval (CI).

Age-group SLAþLGLA (medium) vs: OR (95% CI) w
2(1) statistic p-value

All SSþSLGþLGLG (low) 1.7 (1.1–2.6) 6.4 0.011

LALA (high) 1.4 (1.0–1.9) 3.1 0.079

o35 Years SSþSLGþLGLG (low) 2.8 (1.2–6.5) 5.5 0.019

LALA (high) 1.9 (1.0–3.6) 3.5 0.063

35–49 Years SSþSLGþLGLG (low) 1.7 (0.8–3.7) 2.0 0.16

LALA (high) 2.4 (1.2–4.8) 5.5 0.019

Z50 Years SSþSLGþLGLG (low) 1.4 (0.7–2.6) 0.8 0.37

LALA (high) 0.8 (0.5–1.4) 0.6 0.45
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We found no association between MAOAuVNTR and suicide.

A few previous studies have suggested an association between the

polymorphism and suicidal behaviour (Ho et al., 2000; Lung et al.,

2011), but our results are consistent with most studies, and in

addition to a recent meta-analysis, showing no association

(De Luca et al., 2005, 2006a; Huang et al., 2004; Hung et al.,

2011b; Ono et al., 2002). To our knowledge, only one previous

study included completed suicide subjects, and found no associa-

tion (Ono et al., 2002). A study by Courtet et al. (2005) showed the

frequency of the high activity alleles (3.5 and 4 repeats, respec-

tively) to be higher in men who attempted violent suicide

compared to men who used non-violent means. We were not

able to replicate that the method of suicide was influenced by the

genotype, however.

Recently genome-wide association studies on attempted sui-

cide or suicidal thought have been published but did not shown

support for SLC6A4, MAOA, TPH1 or TPH2 (Perlis et al., 2010;

Schosser et al., 2011; Willour et al., 2012). Judy et al. (2012)

genotyped 174 tag and coding SNPs located in genes within the

serotonergic pathway on more than 500 individual with a history

of attempted suicide and more than 500 healthy control indivi-

duals. This study included rs1800532 within TPH1 and rs1386494

within TPH2 as in our study, but did not include the 5-HTTLPR or

the MAOAuVNTR polymorphism. In summary, the study showed a

few nominal significant association signals, none of which sur-

vived correction for multiple testing. Neither rs1800532 nor

rs1386494 was amongst these nominal associated SNPs.

In agreement with the literature, the suicides from our study

included more males than females (Heuveline and Slap, 2002).

More females than males had a history of contact with a

psychiatric hospital, however. In total 57% of all suicide cases

had a history of contact and most within one year since last

contact. This is in agreement with the large population based

study by Qin (2011) comparing more than 21,000 suicides in

Denmark, where 37% of male and 57% of female suicide indivi-

duals had a recorded history of psychiatric hospitalization. In

Denmark, all residents have equal access to psychiatric hospitals,

and the treatment is free of charge, ensuring that all psychiatric

admissions are represented in the register. A larger percentage of

suicides with a psychiatric disorder were reported in the meta-

analysis by Arsenault-Lapierre et al. (2004). This might be

explained by the fact that diagnoses of the suicide completers

included in the meta-analysis were reconstructed based on inter-

views with the informants or on reviews of official records

whereas we only included information on diagnoses from the

psychiatric register. In agreement with other studies (Qin, 2011;

Arsenault-Lapierre et al., 2004) we found affective disorders

more common among female suicide completers whereas

substance-related disorders were more common among male

suicide completers.

Our study, however, should be viewed in the light of several

limitations. First, amplification of DNA that has been extracted

from paraffin blocks from suicide victim samples gave some

technical problems for the longer fragments especially for

5-HTTLPR. We had no problems of this sort with the frozen

tissue, unless the tissue was very badly degraded before freezing.

These problems led to exclusions of cases and genotypes of the

5-HTTLPR genetic marker. Despite this, the present genetic study

on 5-HTTLPR is a large association study on completed suicide.

Overall, 10% of the suicide cases were excluded completely from

the study due to degraded tissue. Second, the study was designed

to test for association with a limited number of genetic variants.

Thus we did not capture most of the genetic variants within the

selected genes nor did we test for association with rare variants.

Third, approximately half of the controls were unscreened med-

ical students, of whom we were unable to access personal data

except for gender and ethnicity. These controls were included in

the study to ensure more even numbers of male cases and

controls. The distribution on gender is still different between

cases and controls, but this can be a caveat of using standard

control sets, e.g. the common set of controls used for several

diseases in the Wellcome Trust Case Control Consortium (WTCCC)

(2007). Fourth, even though this is one of the largest studies on

completed suicide the sample size is too small when considering,

e.g., investigations in subgroups determined by psychiatric

diagnosis.

In conclusion, this is one of the largest studies on completed

suicide. We investigated five genetic markers located within four

genes involved in the serotonergic system for association to

suicide, but did not find evidence of association in the basic

association test. We performed exploratory interaction analyses,

however, and observed significant two-way interactions for

rs1800532 in TPH1, and for 5-HTTLPR (and rs25531) in the

Serotonin Transporter. The minor allele of rs1800532 in TPH1

showed a protective effect against committing suicide for differ-

ent age-groups depending on gender. Having a heterozygous

genotype of the 5-HTTLPR marker, or a heterozygous genotype

of the tri-allelic marker (5-HTTLPR in combination with rs25531),

was also a risk factor for suicide completion in individuals

between 35 and 49 years.

Our findings suggest that none of the five genetic variants

included in the present study are strong risk factors. However, the

additional interaction analyses indicate the importance of age and

gender. Future large studies on suicide including non-genetic

factors are warranted. Suicidal behaviour is a complex phenotype,

and a better understanding of the genes involved in suicide and

their interactions may help in describing risk factors.
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Support for a bipolar affective disorder susceptibility
locus on chromosome 12q24.3
Henriette Nørmølle Buttenchøna, Leslie Foldagera,b, Tracey J. Flinta,
Inger Marie L. Olsena, Thomas Deleurana, Mette Nyegaardc, Mette M. Hansena,
Pekka Kallunkid, Kenneth V. Christensend, Douglas H. Blackwoodf,
Walter J. Muirf, Steen E. Straarupa, Thomas D. Alsa, Merete Nordentofte,
Anders D. Børgluma,c and Ole Morsa

Objective Linkage and association studies of bipolar

affective disorder (BAD) point out chromosome 12q24

as a region of interest.

Methods To investigate this region further, we conducted

an association study of 22 DNA markers within a 1.14 Mb

region in a Danish sample of 166 patients with BAD and

311 control individuals. Two-hundred and four Danish

patients with schizophrenia were also included in the

study.

Results We observed highly significant allelic and genotypic

association between BAD and two highly correlated

markers. The risk allele of both markers considered

separately conferred an odds ratio of 2 to an individual

carrying one risk allele and an odds ratio of 4 for individuals

carrying both risk alleles assuming an additive genetic

model. These findings were supported by the haplotype

analysis. In addition, we obtained a replication of four

markers associated with BAD in an earlier UK study.

The most significantly associated marker was also

analyzed in a Scottish case–control sample and was earlier

associated with BAD in the UK cohort. The association

of that particular marker was strongly associated with

BAD in a meta-analysis of the Danish, Scottish and

UK sample (P = 0.0003).

The chromosome region confined by our most distant

markers is gene-poor and harbours only a few predicted

genes. This study implicates the Slynar locus. We

confirmed one annotated Slynar transcript and

identified a novel transcript in human brain cDNA.

Conclusion This study confirms 12q24.3 as a region

of functional importance in the pathogenesis of

BAD and highlights the importance of focused

genotyping. Psychiatr Genet 20:93–101 �c 2010 Wolters

Kluwer Health | Lippincott Williams & Wilkins.
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Introduction
Bipolar affective disorder (BAD) is a complex disorder,

with a unelectable genetic component, but the exact

genetic background remains unidentified (Kato, 2007).

We have earlier, in two separate populations (Danish and

Faroese), identified a region on chromosome 12q24 linked

and associated with BAD (Ewald et al., 1998; Degn et al.,
2001; Ewald et al., 2002). At microsatellite marker,

D12S1639, a genome-wide significant logarithm of odds

score (lod score) was obtained (Ewald et al., 2002). This

chromosomal region has been further identified by others

as a susceptibility locus for BAD (Morissette et al., 1999;

Jones et al., 2002; Curtis et al., 2003; Lyons-Warren et al.,
2005; Shink et al., 2005a, 2005b) and has also been

implicated in other psychiatric disorders such as schizo-

phrenia (SZ) (Shinkai et al., 2002; Reif et al., 2006) and

Alzheimer’s disease (Zubenko et al., 1999). This suggests

that 12q24 may harbour one or more genes important for

a number of mental disorders.

Kalsi et al. (2006) performed fine mapping of the 12q24

linkage findings in two cohorts from England and

Denmark, and found a significant association with markers

surrounding the microsatellite marker, D12S307. The

signal was located within the Slynar locus in a 300 kb

candidate region. The results, however, only showed

region-wise replication between the Danish and English

samples. Eighty-one BAD cases and 120 controls from thisSupplementary data are available directly from the authors.
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study were earlier included in the Danish sample in Kalsi

et al. (2006), where they were genotyped for microsatel-

lites only.

The purpose of this study was to perform a thorough

reexamination of the Slynar locus on 12q24.3 in a Danish

sample of patients with BAD and SZ and control indivi-

duals to (i) perform a replication (ii) fine map the Slynar

locus by selection of additional single nucleotide poly-

morphisms (SNPs) based on a functional approach and

(iii) investigate whether the locus is a common suscepti-

bility locus for BAD and SZ.

For further replication, the most significantly associated

marker was genotyped and analyzed in 162 Scottish

patients with BAD and 200 Scottish controls. We also set

out to identify the most abundant Slynar transcripts both

in human brain and other tissues, and to identify possible

novel transcripts.

Methods
Assessment of cases and controls

The Danish case–control sample consisted of 166 patients

with BAD, 204 patients with SZ and 311 ethnically

matched controls.

Cases were interviewed with the semistructured diagnos-

tic interview Schedules for Clinical Assessment in Neuro-

psychiatry (version 2.1) (World Health Organization,

1998) and final best-estimate life-time diagnoses were

achieved by consensus of two experienced psychiatrists.

The patients with BAD fulfilled the International Classi-

fication of Diseases, Tenth Revision Diagnostic Criteria

for Research (World Health Organization, 1993) for BAD

and the Diagnostic and Statistical Manual of Mental Disorders,
Fourth Edition (American Psychiatric Association, 1994)

criteria for bipolar 1 disorder.

The individuals with SZ fulfilled the International Classi-

fication of Diseases, Tenth Revision Diagnostic Criteria

for Research (World Health Organization, 1993) and the

Diagnostic and Statistical Manual of Mental Disorders, Fourth

Edition (American Psychiatric Association, 1994) criteria

for SZ.

Control individuals were unscreened for psychiatric dis-

orders. Both cases and controls were of Danish Caucasian

descent three generations back.

The Scottish case–control sample consisted of 162

patients with BAD and 200 ethnically matched controls.

The BAD patients were diagnosed as described earlier in

Severinsen et al. (2006).

Selection of genetic markers

Genomic DNA was extracted from whole blood from

patients and controls using standard methods. The

selection criteria for the 13 microsatellite loci were based

on previous positive findings (Degn et al., 2001; Kalsi

et al., 2006).

Five SNPs were selected based on the positive findings

in Kalsi et al. (2006) and four additional SNPs were chosen

based on a functional approach. Of the four additional

SNPs, two are located in the proximal promoter region

(m6 and m11) and two are located within exons (m7 and

m13) of the various Slynar transcripts. Most Slynar trans-

cripts seem to be noncoding, however, we used the trans-

late tool from ExPASy (http://www.expasy.ch/tools/) to predict

protein sequences.

Marker m7 is located in the promoter region of Slynar_f

and Slynar_a irrespective of reading frames. Marker m13

is located within exons of the Slynar_a, Slynar_c and

Slynar_d transcripts. Protein prediction of the three

transcripts show the possibility of m13 being a missense

SNP in all three transcripts.

The SNP earlier denoted pufu in/del is referred to as

rs3830490 or m10 in this article (see Fig. 1 and Table 1 for

positions of genetic markers).

Analysis of genetic markers

Standard and multiplex PCR conditions were applied

using a template of 36–40 ng genomic DNA in a total

volume of 6–8 ml. Following PCR, nucleotides and primers

were degraded using exonuclease 1 and shrimp alkaline

phosphatase (GE Healthcare, Piscataway, New Jersey,

USA) and the SNPs were genotyped according to the

SNaPshot protocol (Applied Biosystems, Foster City,

California, USA). SNPs and microsatellite PCRs were ana-

lyzed on an ABI 3100 Prism Genetic Analyzer (Applied

Biosystems) and the genotyping data were analyzed using

Genemapper software version 3.7 (Applied Biosystems).

All data were independently checked by two experienced

investigators. Any inconsistency led to regenotyping of

the sample for that particular marker. The observed

maximum proportion of missing data was 1% for micro-

satellites and 2% for SNPs. Owing to clustering of geno-

typing failures in one BAD case and two control individuals

these were excluded in the subsequent analyses.

The Scottish samples were genotyped for m9 using the

Sequenom platform (Sequenom MassARRAY System,

Sequenom, Inc., San Diego, USA). PCR was carried out

in a 384-well microtiter plate using 10 ng genomic DNA

as template in a total volume of 5 ml. Following PCR, the

amplicons were treated with shrimp alkaline phosphatase

(Sequenom, Inc.). The extension reaction was carried

out using the iPLEX Gold reaction mix (Sequenom, Inc.)

and thereafter desalted by adding resin. The extension

products were spotted onto a 384 SpectroCHIP Array

using a Nanodispenser, and analyzed by the MassARRAY

analyzer compact. We performed data analysis using the

MassARRAY Typer software (version 4.0). The call rate

94 Psychiatric Genetics 2010, Vol 20 No 3
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was 0.93 and no deviation from Hardy–Weinberg equi-

librium (HWE) was observed (P = 0.34). Eighty-two

samples were genotyped twice with a concordance rate

of 100%. Twenty-seven samples (14 patients with BAD

and 13 control individuals) were excluded because of

failed genotyping. All information regarding PCR condi-

tions and primer sequences are available on request.

Statistical methods

Single marker genotype-wise and allele-wise Fisher’s exact

association tests were performed. Permutation-based

P values using 1e6 simulations were used for microsatel-

lites as these are highly variable. Logistic regression was

applied on significantly associated markers to assess their

disease risk in the best fitting genetic model. The models

considered, apart from the saturated and the null, were

the dominant, additive and recessive models. Odds ratios

(OR) with 95% confidence intervals (CI) were estimated.

Haplotype analyses were performed only for SNPs by

a sliding window approach with two, three and four

consecutive markers using the score method of Schaid

et al. (2002). The global score test statistics were evalu-

ated by means of 1e6 simulations. Haplotype-specific

scores were examined whenever the global test statistic

was significant. Linkage disequilibrium (LD) in terms

of r2 was estimated for all pairs of SNP markers. LD

between microsatellite marker m8 and SNP marker m9

were calculated using software for analysis and visuali-

zation of interallelic LD between multiallelic markers

(Multiallelic Interallelic Disequilibrium Analysis Soft-

ware) (Gaunt et al., 2006). Using Multiallelic Interallelic

Disequilibrium Analysis Software, LD is calculated for

each allelic combination between all pairwise combina-

tions of any type of loci.

Fisher’s exact test for Hardy–Weinberg equilibrium HWE

was carried out by performing 1e4 permutations in the

Fig. 1
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(a) The position of the 22 selected markers (denoted as m1–m22) in a 1.14 mb region on chromosome 12q24 is shown according to their alignment
with the March 2006 human reference sequence, which corresponds to the NCBI Build 36.1. Markers associated with the disease are printed
in bold-faced type. (b) Enlargement of a 58-kb region harbouring the markers associated with the disease. The locations of selected predicted
transcripts within this chromosomal region are shown. Predicted Sylnar transcripts from the April 2007 release of the AceView genemodels,
the human AY070435 mRNAs from the Genbank, Slynar_b_05 and the novel identified Slynar transcript (Slynar_k) are shown. Predicted exons
are shown as black boxes.
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GDA software (Lewis and Zaykin, 2001). Power calcula-

tions were performed using statistics from Long et al.
(1997). The meta-analysis of m9 across the Danish,

Scottish and UK samples consisted of a stratified logistic

regression analysis carried out using Stata10 (StataCorp,

College Station, Texas, USA). Genotypes for the m9

marker (rs7133178) in the UK samples were generated on

basis of the allele frequencies reported in Kalsi et al.
(2006) assuming HWE. Correction for multiple testing

was considered by Hommel’s method of controlling the

family-wise error rate (Hommel, 1988), which is more

powerful (Shaffer, 1995) than Bonferroni correction. All

other analyses were performed using the genetics and

haplo.stats packages in R (R Development Core Team,

2004). A significance level of 5% was chosen.

Analysis of Slynar transcripts

According to the AceView gene models, which is one of

the gene tracks from the University of California Santa

Cruz (UCSC) Genome Browser (http://genome.ucsc.edu/), 10

predicted Slynar transcripts exist in the April 2007 release

of the program compared with five transcripts in the

August 05 version. However, two of the transcripts from

the April 2007 release are unspliced forms and will not be

considered in this article. A comparison of the April 2007

and August 05 release of the program shows a high degree

of similarity between parts of the predicted transcripts,

although the genomic positions have changed.

The AceView program (http://www.ncbi.nlm.nih.gov/IEB/
Research/Acembly/) developed at NCBI provides a strictly

cDNA supported analysis of the human transcriptome

and genes. For each new release, the models are improved

by incorporating the latest cDNA data, and AceView

seems to provide one of the most comprehensive and

accurate representations of the entire human transcrip-

tome (Thierry-Mieg and Thierry-Mieg, 2006).

To confirm the predicted Slynar transcripts and to

identify possible novel transcripts, primers were designed

to align within each of the known Slynar exons. There are

several overlaps between exons in the different tran-

scripts and combinations of these were tested. We used

human brain, whole Marathon–Ready cDNA (Clontech,

Mountain View, California, USA) as template and the

PicoMaxx polymerase (Stratagene, La Jolla, California,

USA) for amplification of the cDNA. If no PCR products

were visible on the agarose gel, an additional PCR of 35

cycles was performed using the same primers. Then, if

still no PCR products were visible, we concluded that the

specific transcript was either nonexistent or only present

in the cDNA at very low levels.

Using primers for Slynar_k and Slynar_b_05, human

expression patterns were examined in a panel of selected

tissues by quantitative real-time PCR (qRT-PCR) on

cDNAs synthesized from poly A + mRNA or total RNA

isolated from various human brain and peripheral tissues

(Clontech). The forward and reverse primers for the

Slynar_k transcript were 50-CCGCAAATGTGACCCGC

AATT-30 and 50-CTCTCCTCTGGCACGGAAAC-30, re-

spectively while the forward and reverse primers for the

Slynar_b_05 transcript were 50-CCAGATACGGGTACTG

TTGTAACTC-30 and 50-GAAAACCACCAATGCAATC

C-30. First strand synthesis of cDNA was performed using

the Taqman reverse transcription reagents (Applied Bio-

systems), according to the manufacturer’s recommenda-

tion. After synthesis of cDNA, qRT-PCR was performed

using the iTaq SYBR Green Supermix w/ROX (BioRad,

Table 1 Genomic markers analyzed

Marker Marker name Positiona Marker type Genotyped in Kalsi et al. (2006)

1634GT2 m1 125567406 Microsatellite +
AFMb337ZD5 m2 125637466 Microsatellite +
1634tet m3 125663004 Microsatellite +
D12S1634 m4 125730415 Microsatellite +
307GT4 m5 125767158 Microsatellite +
rs4765449 m6 125776761 SNP
rs3803149 m7 125776974 SNP
D12S307 m8 125782285 Microsatellite +
rs7133178 m9 125782861 SNP +
rs3830490 m10 125784247 SNP +
rs1194050 m11 125791734 SNP
rs1212337 m12 125792925 SNP +
rs1194029 m13 125796148 SNP
rs1194031 m14 125796385 SNP +
m29818insT m15 125802773 SNP +
X307CA1 m16 125827215 Microsatellite +
X307CA2 m17 125831253 Microsatellite +
D12SDK2 m18 125832036 Microsatellite +
D12SDK1 m19 125843947 Microsatellite +
D12S1658 m20 126140613 Microsatellite +
D12S2075 m21 126527145 Microsatellite +
D12S1675 m22 126709161 Microsatellite

SNP, single-nucleotide polymorphism.
aThe positions are according to the University of California Santa Cruz genome browser, March 2006 freeze (http://genome.ucsc.edu/).
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Hercules, California, USA) according to the manufactu-

rer’s recommendation. Quantitative PCR measurements

were collected on the DNA Engine Opticon (MJ Research,

Waltham, Massachusetts, USA), and subsequently ana-

lyzed by applying the 2 –DDCT method (Winer et al., 1999;

Schmittgen et al., 2000; Livak and Schmittgen, 2001). In

short, the relative expression level of each cDNA was

calculated by normalizing to the expression levels of

peptidylprolyl isomerase A in the sample, and set relative

to the mean normalized expression level of the testis

sample. Glyceraldehyde-3-phosphate dehydrogenase and

18s rRNA were used as negative controls (data not

shown).

Results
Single marker analysis, bipolar affective disorder

Two markers, m9 and m10 were significantly associated

with BAD for both genotype-based (P = 0.002 and 0.003,

respectively) and allele-based analyses (P = 0.002 and

0.003, respectively). The minor allele (T in m9 and G in

m10) was overrepresented among cases for both markers:

14% of the BAD patients carried the T-allele at m9

compared with 7% of the controls and 14% of the BAD

patients carried the G-allele at m10 compared with 8% of

the controls. Two other markers (m5 and m8) showed

allelic association with disease status (P = 0.04 and 0.02,

respectively).

Figure 2 shows the P values on a base-10 logarithmic scale

for the genotype-wise and allele-wise association tests

plotted against chromosomal positions. The genotype and

allele counts for the genotyped SNPs are shown in

(Table 2 in the Supplementary material). The impact of

m9 and m10 on disease risk was assessed by logistic

regression. The fully saturated genotype model (genotype-

based association) were superior to the null model but

did not fit significantly better than the corresponding

additive and dominant models. A recessive genetic model

was not supported. Based on Akaike’s Information

Criterion the additive genetic model was chosen and

the OR for carriers of an additional minor allele was found

to be 2.0 (95% CI: 1.3–3.2) for m9 and 2.0 (95% CI: 1.3–

3.1) for m10. The additive effect is multiplicative on the

OR scale (exponentiated difference of log odds). Thus,

the OR for homozygous carriers of the minor allele is the

square of these ORs’, that is, OR = 4.

Replication and refinement of association between

bipolar disorder and the Slynar locus was the main

purpose of the study. This corresponds to a main null

hypothesis saying that none of the 11 markers within

the Slynar region (m5-m15) are associated with BAD.

The allelic associations with m9 and m10 both survive

correction for this family of tests by Hommel’s procedure

(Hommel, 1988) and the corrected P values were 0.017

and 0.027, respectively. If the family of tests is broadened

to be all 22 allelic tests then the corrected P values are

0.036 and 0.057, and only m9 is still significantly

associated.

Furthermore, m9 showed association with BAD in the

Scottish sample (Pgenotype = 0.03) and in the com-

bined Danish and Scottish sample (Pallele = 0.004 and

Pgenotype = 0.008). Similar to the Danish and the UK

sample (Kalsi et al., 2006), the minor allele was over-

represented in cases compared with controls in the

Scottish sample.

In the combined Danish, Scottish and UK sample (918

patients with BAD and 946 controls in total), a meta-

analysis of m9 using the additive genetic model showed

an OR of 1.5 (95% CI: 1.2–1.9) for carriers of the minor

allele (P = 0.0003). Correspondingly, the OR for homo-

zygous carriers of the minor allele was OR = 2.2.

Single marker analysis, schizophrenia

Three microsatellites, m4, m19 and m22 were signifi-

cantly associated with SZ in a genotype-based test for

association (P = 0.04, 0.04 and 0.03, respectively). How-

ever, these markers were not associated with SZ in allele-

based tests (Fig. 2, results not shown for m22).

Haplotype analysis

The distribution of several two and three and four-marker

haplotypes were significantly different between BAD

cases and controls with P values below 0.01 (Fig. 3). The

most significantly associated two-marker haplotype inclu-

ded m6-m7 (P = 0.001). This haplotype association was

primarily caused by differences in the frequencies of two
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haplotypes (C-C and A-G). The C-C haplotype seems to

be a risk haplotype (Plocal = 0.0024) with frequencies of

0.139 and 0.076 among BAD cases and controls, respec-

tively, whereas the A-G haplotype seems to be a protec-

tive haplotype (Plocal = 0.0054) with frequencies of 0 and

0.0211 among BAD cases and controls, respectively. The

most significantly associated three and four-marker haplo-

types also included m6-m7. However, several of the

remaining significantly associated haplotypes involved

marker m9 and m10 supporting the results from the

single marker analysis.

A single three-marker haplotype consisting of m6-m7-m9

and a four-marker haplotype consisting of m6-m7-m9-

m10 seemed to be associated with SZ (P = 0.03 and

P = 0.03, respectively). No two-marker haplotypes were

associated with SZ (results not shown).

Linkage disequilibrium

The LD pattern for pairs of SNP markers, measured in

terms of r2 is shown in Fig. 4 for BAD cases and controls.

It should be noted that m9 and m10 are in strong LD

(r2 = 0.99 in cases and r2 = 0.98 in controls). Haplotypes

of microsatellite marker m8 and SNP marker m9 showing

the highest difference in frequencies between cases and

controls (13 and 7%, respectively) were also in strong LD

with one another (r2 = 0.95) (results not shown).

As expected, LD was strongest among markers with

dense distance. LD among BAD cases was slightly

stronger than among control individuals and SZ cases

(LD results for SZ are not shown).

Hardy–Weinberg equilibrium

A few markers deviated from HWE, all of which were

microsatellites. In the BAD sample m18 had a P value

of 0.04. In the SZ sample m19 and m22 had P values

below 5% (P = 0.05 and 0.02, respectively). The largest

deviation was observed for m5 in the control group with a

P value of 0.002.

Analysis of Slynar transcripts

We investigated the various Slynar transcripts and

confirmed the existence of the splicing variant Slynar_b

from the old August 2005 version of Aceview, denoted

Slynar_b_05 in this article. The mRNA sequence of

Slynar_b_05 comprises 512 bp. We found the mRNA

sequence of the transcript to be longer than predicted by

the August 2005 version of AceView. None of the April

2007 transcripts were 100% identical to Slynar_b_05,

however. Nevertheless, with exception of 41 bp in the

50end of Slynar_b_05, a sequence alignment between

Slynar_b_05 and Slynar_f reveals 100% identity between

Slynar_b_05 and exons 3 and 4 from Slynar_f. We

furthermore identified a novel transcript in the human

brain which we denoted Slynar_k. A sequence alignment

of the novel identified Slynar_k transcript showed close

similarity to exons 1, 3 and 4 from Slynar_f. Both

identified transcripts, Slynar_b_05 and Slynar_k, were

sequenced to confirm their identity. However, despite
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several attempts using different combinations of primers,

we were unable to confirm the existence of any other

Slynar AceView transcripts.

Figure 1 shows the predicted Slynar transcripts from the

April 2007 release of the AceView gene models including

the novel identified Slynar transcripts, Slynar_k and the

Slynar_b_05. However, the position of Slynar_b_05 is

based on sequence alignment with transcripts from the

April 2007 version of AceView, as the genomic sequences

positions have changed.

Both Slynar_b_05 and Slynar_k were further analyzed in

a wide range of human tissues using qRT-PCR. Human

Slynar_b_05 seemed to be most abundant in testis

(results not shown). No expression of Slynar_b_05 was

detected in other human tissues by the qRT-PCR,

however, we cannot exclude that it is expressed at very

low levels in some tissues, here including brain. In

contrast, the relative expression levels of Slynar_k were

found highest in tissues from foetal brain, frontal cortex,

cerebral cortex, temporal lobe, testis and spleen (Fig. 5).

In fact, Slynar_k was generally expressed in more tissues

including the testis, however, the expression in tissues

from the central nervous system was more pronounced

than the expression in peripheral tissues with lowest

levels in kidney, pancreas and heart.

Discussion
The results presented in this study further support the

presence of a susceptibility locus for BAD on chromo-

some 12q24.3. Of the 1.14 Mb surveyed, allele-wise and

genotype-wise test for association implicate a 50 kb

region within the Slynar locus. The two most significantly

associated markers, m9 and m10 from this study, were

also associated with BAD in the UK cohort and have

never previously been genotyped in the Danish sample

(Kalsi et al., 2006). The two associated markers were highly

correlated (r2 > 0.98). Both markers survive Hommel’s

correction for multiple testing (Hommel, 1988).

The power to detect an OR = 2 for carriers of one minor

allele in an additive model was found to be 77% under

assumptions of a disease prevalence of 1%, and a 14%

frequency of the risk allele, as observed for the most

significantly associated markers in the Danish BAD

sample.

To replicate the association of the most significantly

associated marker in the Danish sample, m9 was also

analyzed in a Scottish sample. The association was con-

firmed, thereby supporting the Slynar locus as a sus-

ceptibility locus for BAD.

As m9 was associated with BAD in the three samples, we

also performed a meta-analysis showing an OR = 1.5 for

carriers of one minor allele and an OR = 2.2 for carriers of

two minor alleles.

No markers in the genome-wide association (GWA) study

of the Wellcome Trust Case Control Consortium (2007)

or in the study by Sklar et al. (2008) show any significant

association with BAD within 12q24. This also applies to

the SNP marker, rs1706509 included on the Affymetric

GeneChip Human Mapping 500K Array Set, which is

located in relative proximity of the BAD associated

marker, m9 (rs7133178) of this study. Despite the relative

short distance between rs7133178 and rs1706509 (3208

base pairs), they are in very low LD, r2 = 0.005, which

could explain why there is no significant association

of BAD with rs1706509 in the two GWA studies.

Three SNPs from our study (m6, m9 and m11) are

however included on the Illumina HumanHap550 chip.

Unfortunately, the only bipolar GWA study using the

Illumina chip also used DNA pooling, a method known

to reduce the power to detect genetic association (Baum

et al., 2008).

According to Haploview, the Slynar locus (m5-m15) is

defined by three haplotype blocks, and 14 tagSNPs

capture 34 SNPs to obtain full coverage (r2
Z0.8). Our

study comprised six tagSNPs (m6, m7, m9, m11, m12, m13)

Fig. 5
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within this chromosome region. These markers repre-

sented each of the defined haplotype blocks and captured

21 SNPs at r2
Z 0.8. In addition, we included two

microsatellites (m5, m8) and three additional SNPs

(m10, m14, m15) within the Slynar locus, indicating that

most of the common genetic variation has been assessed

by the combined set of markers.

As SNPs located in the promoter region of a gene may

influence the gene expression by changing the ability of

transcription factors to bind to the DNA sequence, we

analyzed the impact of a potential promoter SNP (m9) on

potential binding sites for transcription factors using the

program MatInspector (www.genomatix.de) (Quandt et al.,
1995; Werner, 2000). The major allele in m9 may influ-

ence transcription by leading to an alternative binding

site for a transcription factor (BRN2/POUF3) (showing

a high core and matrix similarity). This transcription

factor belongs to a large family of transcription factors

predominantly expressed in the central nervous system

with a possible role in neurogenesis (Schreiber et al.,
1993; Atanasoski et al., 1995).

Furthermore, this study replicates the significant allele-

based association of both m5 and m8 by Kalsi et al. (2006).

The most significantly associated marker in Kalsi et al.
(2006) m19, was not associated with BAD in this study. It

is however notable that this marker was associated with

SZ in the Danish sample.

In general, the results from the haplotype analysis in the

BAD sample supported the results from the allele-wise and

genotype-wise test for association. But, independently of the

single marker analyses the most significantly associated

two, three, and four-marker haplotypes included markers

m6 and m7. The associated three and four-marker

haplotypes in the SZ sample also included m6 and m7.

In SZ none of the nominally significant associations

observed in the single marker and haplotype analyses

could withstand correction for multiple testing. Thus, the

results do not suggest that the Slynar locus is a common

susceptibility locus for BAD and SZ. However, further

studies are needed to reject this hypothesis.

We furthermore investigated the possible effect of

intragenic SNPs (m6, m7, m11, m12, m13 and m14) on

splicing using the programs ESE-finder release 3.0 (http://
rulai.cshl.edu/tools/ESE) (Cartegni et al., 2003; Smith et al.,
2006), FAS-ESS web server (http://genes.mit.edu/fas-ess/)
(Wang et al., 2004) and RESCUE-ESE web server (http://
genes.mit.edu/burgelab/rescue-ese/) (Fairbrother et al., 2002; Yeo

et al., 2004). However, the analyzed SNPs did not show any

potential effect on splicing. We furthermore analyzed the

possible effect of 30 untranslated region SNPs (m13 and

m14) on microRNA binding using the miRBase Target

Release version 1 (http://microrna.sanger.ac.uk/) and did not

find any differential effects of the alleles.

A promising candidate gene in the genomic region

showing association with BAD is denoted Slynar in the

AceView database. Most of the Slynar transcripts seem to

be noncoding. The best predicted proteins would be

around 80 amino acids long except from Slynar_a which

has a predicted protein of 216 amino acids and a good

protein coding score according to the AceView database.

We were not able to identify the Slynar_a transcript, how-

ever, but we confirmed the existence of the Slynar_b_05

transcript and identified a novel Slynar transcript,

Slynar_k, in human brain cDNA. The longest predicted

proteins within Slynar_b_05 and Slynar_k are 99 and 111

amino acids, respectively. The length of the predicted

Slynar_k protein was obtained using the translate tool

from ExPASy (http://www.expasy.ch/tools/). We have not tested

whether these possible proteins are in fact expressed.

Using gene-specific primers for Slynar_k and Slynar_

b_05, human expression patterns were examined using

qRT-PCR on cDNAs from various brain and peripheral

tissues, and showed the relative expression level of

Slynar_k to be high in several different brain tissues.

The chromosome region confined by our most distant

markers m1 (1634GT2) and m22 (D12S1675) is very gene

poor and only harbours six predicted genes (UCSC gene

predictions). More locally within the region surrounding

our most significantly associated single markers (m9 and

m10) there are only four predicted UCSC genes. Two of

these predicted genes, BC039096 and CR615184, show

high similarity to several exons in the Slynar transcripts.

As CR615184 and BC039096 have been predicted as

UCSC genes relatively recently, we have not included

them in our analyses of transcripts. The other two

predicted genes within the region surrounding m9 are

antisense to Slynar and might have a role in regulating the

expression of Slynar.

Noncoding RNA has been shown to regulate almost every

level of gene expression (Amaral and Mattick, 2008). We

performed a BLAST search to identify small antisense

sequences (20–25 bp) with perfect matches to the various

Slynar transcripts. The results pointed towards two genes

(Ral guanine nucleotide dissociation stimulator-like 1 and

Ring finger protein 141) hypothetically able to be

regulated by most of the Slynar transcripts.

The function of Slynar still seems unknown, however, and

further functional studies are needed to clarify the func-

tion of the gene and the importance of this gene in BAD.

In conclusion, the exact replication of markers asso-

ciated with disease status supports 12q24.3 as a region of

functional importance in the pathogenesis of BAD. One

marker in the Slynar locus seemed to be associated with

BAD in three independent samples. As no SNPs analyzed

in the recent (nonpooling) GWA studies of BAD are good

proxies for this marker, the present results confirm the

importance of focused genotyping.
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Genetic markers Genotype counts: MM/Mm/mm (freq.) Allele counts: M/m (freq.) 

ID Name Position
a
 Bipolar Schizophrenia Controls Bipolar Schizophrenia Controls 

rs4765449 m6 125776761 
120/42/3 

(0.73/0.25/0.02) 

149/49/4 

(0.74/0.24/0.02) 

206/92/10 

(0.67/0.30/0.03) 

282/48 

(0.85/0.15) 

347/57 

(0.86/0.14) 

504/112 

(0.82/0.18) 

rs3803149 m7 125776974 
88/60/17 

(0.53/0.36/0.10) 

126/63/15 

(0.62/0.31/0.07) 

183/103/21 

(0.60/0.34/0.07) 

236/94 

(0.72/0.28) 

315/93 

(0.77/0.23) 

469/145 

(0.76/0.24) 

rs7133178 m9 125782861 
122/38/4 

(0.74/0.23/0.02) 

173/29/2 

(0.85/0.14/0.01) 

264/44/1 

(0.85/0.14/<0.01) 

282/46 

(0.86/0.14) 

375/33 

(0.92/0.08) 

572/46 

(0.93/0.07) 

rs3830490 m10 125784247 
123/38/4 

(0.75/0.23/0.02 

171/29/2 

(0.85/0.14/0.01) 

263/45/1 

(0.85/0.15/<0.01) 

284/46 

(0.86/0.14) 

371/33 

(0.92/0.08) 

571/47 

(0.92/0.08) 

rs1194050 m11 125791734 
156/5/0 

(0.97/0.03/0) 

197/6/0 

(0.97/0.03/0) 

298/9/1 

(0.97/0.03/<0.01) 

317/5 

(0.98/0.02) 

400/6 

(0.99/0.01) 

605/11 

(0.98/0.02) 

rs1212337 m12 125792925 
159/5/0 

(0.97/0.03/0) 

197/6/0 

(0.97/0.03/0) 

297/10/0 

(0.97/0.03/0) 

323/5 

(0.98/0.02) 

400/6 

(0.99/0.01) 

604/10 

(0.98/0.02) 

rs1194029 m13 125796148 
61/84/20 

(0.37/0.51/0.12) 

87/93/22 

(0.43/0.46/0.11) 

130/142/37 

(0.42/0.46/0.12) 

206/124 

(0.62/0.38) 

267/137 

(0.66/0.34) 

402/216 

(0.65/0.35) 

rs1194031 m14 125796385 
64/81/20 

(0.39/0.49/0.12) 

89/93/21 

(0.44/0.46/0.10) 

132/136/38 

(0.43/0.44/0.12) 

209/121 

(0.63/0.37) 

271/135 

(0.67/0.33) 

400/212 

(0.65/0.35) 

m29818insT m15 125802773 
65/77/23 

(0.39/0.47/0.14) 

75/97/31 

(0.37/0.48/0.15) 

113/157/37 

(0.37/0.51/0.12) 

207/123 

(0.63/0.37) 

247/159 

(0.61/0.39) 

383/231 

(0.62/0.38) 

a) The positions are according to the UCSC genome browser, March 2006 freeze (http://genome.ucsc.edu/). 
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Abstract

Motivation: In many areas of science it is custom to perform many, potentially
millions, of tests simultaneously. To control the number of false discoveries different
strategies are used, such as correction for multiple testing and grouping of tests based
on a priori criteria. It is, however, not straightforward to choose grouping criteria.
Methods that summarize, or aggregate, test statistics or p-values, without relying on
a priori criteria, is therefore desirable.
Results: We present a simple method to aggregate sequentially ordered stochastic
variables, such as test statistics or p-values, into fewer variables without assuming a
priori defined groups. We provide different ways to evaluate the significance of the
aggregated variables based on theoretical considerations, using ideas from random
walk theory, and bootstrap techniques.
Availability and Implementation: Implementations of the method in R and Python
are available from the authors on request.
Proofs: All proofs of statements in the main text are given in the Appendix.
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1 Introduction
Today we frequently face the situation of performing millions of statistical tests simul-
taneously. To control the number of false discoveries, it is standard to adjust for multiple
testing. However, this might reduce the power substantially, in particular, if the tests
are strongly correlated. One solution is to calculate an “effective number of independent
tests”; an idea due to Cheverud (2001) who used the eigenvalues of a trait correlation
matrix to estimate the effective number of independent traits. The idea was later applied
in the context of linkage disequilibrium (Nyholt, 2004). Another idea is to summarize
test statistics across a priori defined groups. A combined test value is calculated from the
observed variables in each group. In this way fewer tests are performed and dependencies
might be removed or diminished.

Much of this work has centred on an observation by Fisher to aggregate p-values: If
k independent tests are performed with p-values p1, . . . , pk, then −2∑i log pi ∼ χ2(2k)
(Fisher, 1932). Other similar methods include Stouffer et al. (1949) and Simes (1986).
Importantly, Fisher’s aggregated statistic can be statistically significant while none of the
p-values individually are. Thus, it is possible to detect a combined effect that does not
show in the individual tests.

The distribution of Fisher’s statistic relies on the assumption of independence. If the
p-values are dependent then the test may be anti-conservative. Another potential problem
is that the groups (k tests is one group) are defined a priori. In association mapping,
the test statistics might be aggregated over more or less arbitrary (sliding) windows or
grouped by being in the same gene. However, gene size varies considerably. The markers
we seek to identify might only be in a small part of a gene or across a gene boundary.
Thus, the gene might not be the appropriate unit to work with.

We propose a method that summarize sequentially ordered test statistics without a
priori grouping. Sequentially ordered tests often occur in genomics, association map-
ping, and time-series analysis. We develop a procedure, inspired by Random Walk theory
(Karlin and Altschul, 1990; Karlin and Dembo, 1992), to combine a sequence of values
into a single value without relying on a specific (a priori) grouping. The method crawls
along the sequence searching for a stretch of consecutive values that jointly have a good
“score”. If the variables are independent then theory predicts the approximate distribu-
tion of the aggregated value. When this assumption is not fulfilled, we use bootstrap
techniques to approximate the distribution.

All proofs are provided in the Appendix.

2 Aggregation of variables

2.1 A motivating example
Consider an ordered sequence of random variables Zk, where k denotes the position. We
think of Zk as (a transformation of) a test statistic or a p-value and imagine a test is
conducted for each position. Let Zk = +1 if the k-th test is significant at level α or
otherwise let Zk = −1. A long interval of mainly +1 may be considered unlikely and
indicative of deviance from the null hypothesis. We provide a definition of such segments
and an algorithm to find them. Specifically, we identify intervals [n,m] (called maximal
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segments), such that the partial sums Unk = ∑
k
i=n Zi and Ukm = ∑

m
i=k Zi are positive for all

n≤ k ≤ m, and such that [n,m] is as large as possible, see Fig. 1 for an illustration.
In Section 2.2 we describe mathematically how to construct the maximal segments.

They fall in two classes, dependent and independent segments, which we characterize in
Section 2.3. The score of a dependent segment is constrained by the score of the previous
independent segment; in particular, it must be smaller.

2.2 Segments and scores
Let K be a finite or infinite set of consecutive positive integers starting at 1. We call such
a set an index set. The length of K, that is, the number of elements in K, is denoted |K|
and it may be finite or infinite. Let Zk, k ∈ K, be a sequence of random variables and let
Unm be the partial sums:

Unm =
m

∑
k=n

Zk, n≤ m ∈K. (2.1)

If m < n, we take the partial sum to be zero.

Definition 2.2. A segment is a closed interval [n,m] such that Unk > 0 and Ukm > 0 for all
k ∈ [n,m], where we allow m to be infinite. A maximal segment is a segment [n,m] such
that there is not another segment containing it. The score of a maximal segment [n,m] is
the partial sum Unm.

A (maximal) segment is always non-empty. Two different maximal segments, [n1,m1]
and [n2,m2] are always disjoint. Assume conversely that n1 ≤ n2 ≤ m1 ≤ m2. Then for
n1≤ k < n2, we have Un1,k > 0, as [n1,m1] is a segment, and Uk,m2 =Uk,m1 +Um1+1,m2 > 0,
since both [n1,m1] and [n2,m2] are segments, and similarly for n2 ≤ k≤m1 and m1 < k≤
m2. Thus Un1,k > 0 and Uk,m2 > 0 for all k ∈ [n1,m2], which contradict the maximality of
[n1,m1] and [n2,m2].

It follows that each position, k ∈ K, is in at most one maximal segment. Hence, we
have the following:

Theorem 2.3. Let Zk,k ∈ K, be a sequence of random variables. Then there is a unique
sequence of disjoint maximal segments Ji = [ni,mi], i ∈M, containing all maximal seg-
ments. That is, if I is a maximal segment, then I = Ji for some i ∈M.

The sequence of segments Ji, i ∈ M, is said to be maximal. If [n,m] is a maximal
segment then according to Definition 2.2, Zn,Zm > 0 and Zn−1,Zm+1 ≤ 0. If Zk ≥ 0 for all
k ∈K, then there is at most one segment which also is maximal. If Zk > 0 for at least one
k then there is at least one segment, otherwise there are none. Thus, a natural requirement
is that the random variables Zk can take positive as well as negative values.

In the following, if Ji = [ni,mi], i∈ M̃, is a sequence of maximal segments, we assume
that ni is increasing in i. This can always be achieved, potentially by reordering the
segments.
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Figure 1
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Shown is a sequence of values Zk ∈ {−1,1} with positive values given above and negative below the
points. The “landscape” is the accumulated sequence Ak = max{0,Zk +Ak−1}, see (2.4). The green bars
show all segments, that is, intervals [n,m] such that Unk > 0,Ukm > 0 (Definition 2.2), for example, [3,4] is
a segment. Maximal segments are indicated by coloured bars on the x-axis: red are independent segments
and blue are dependent segments (Definition 2.8). A dependent segment starts when Ak increases after
decreasing to a non-zero value.

2.3 Independent and dependent segments
In this section we present an algorithm to find all maximal segments. In the process the
concept of independent and dependent segments will be introduced. Implementations of
the algorithm in Python and R are available from the authors on request.

Formally, we let A0 = 0 and define the accumulated sums by

Ak = max{0,Zk +Ak−1}, k ∈K. (2.4)

If K is finite, we put A|K|+1 = 0. Define the start points (si0) and termination points (ti0)
by

si0 = min{k ∈K | k > ti−1,0,Ak > 0},
ti0 = min{k ∈K | k ≥ si0,Ak+1 = 0}, (2.5)

with t00 = 0. Let I be the set of indices i for which si0, hence also ti0, is defined. The
interval Si = [si0, ti0], i ∈ I, is called the i-th section. Only the last section can be infinite.
By definition si0 is the first time Zk is positive after ti−1,0, Ak > 0 for all k ∈ Si and Ak = 0
between sections. If Zk > 0 for at least one k, then also Ak > 0 for at least one k, and there
is at least one section, otherwise there are none.

We further define the following, see Fig. 1:

Yi0 = max{Ak | k ∈ Si},
ei0 = min{k ∈ Si | Ak = Yi0}. (2.6)

The variable Yi0 is the maximum score obtained in section Si and ei0 is the index for which
it is obtained for the first time. Here and elsewhere we allow the ‘maximum’ to be infinite.
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Recursively, define for j > 0,

si j = min{k ∈ Si | k > ei, j−1,Ak > Ak−1},
ti j = min{k ∈ Si | k ≥ si j,Asi j−1 ≥ Ak+1},
Yi j = max{Ak | k ∈ [si j, ti j]}, (2.7)
ei j = min{k ∈ [si j, ti j] | Ak = Yi j}.

For given i, the recursion stops the first time si j is not defined.
The intervals [si j,ei j] are by definition non-overlapping and between any two such

intervals there is at least one point, that is si j > ei, j−1 +1, hence they cannot be adjacent.
The main difference between (2.5) and (2.7) is that si j is the first time Zk = Ak−Ak−1 is
positive after ei, j−1, whereas si0 is the first time this happens after ti−1,0.

It follows that [si j,ei j] is a segment (Definition 2.2): The partial sums Usi j,k are by
definition positive. If Uk,ei j was non-positive for some k, the score Yi j =Usi j,ei j would not
be maximal as required by (2.7). Hence, [si j,ei j] is a segment.

Definition 2.8. The first segment in section Si, i ∈ I, is called the independent segment of
the section and denoted by Ji0. The remaining segments in Si are numbered consecutively
Ji j, j ∈ D j and termed the dependent segments of section Si.

The independent and dependent segments [si j,ei j], indicated with red and blue bars on
the x-axis of Fig. 1, comprise all the maximal segments in the motivating example. This
holds in general:

Proposition 2.9. The maximal segments are precisely the segments Ji j, i ∈ I, j ∈ {0}∪
Di with score Yi j. The score of a dependent segment Ji j depends on the score of the
independent segment Ji0 in the sense that Yi j ≤ Yi0, i ∈ I, j ∈ Di.

The recursions given in (2.5), (2.6) and (2.7) can be implemented using dynamical
programming (details available from the authors on request). Overall the algorithm runs
in time O(|K|2), whereas the sections can be found in time O(|K|).

2.4 Reversing and extending the sequence
If |K|< ∞, then the reversed sequence of random variables, Zr

k = Z|K|−k+1, k ∈K, starting
from the right running towards the left is well defined. By definition the maximal seg-
ments of the reversed sequence are the same as those of the forward sequence. The same
is not true for the sequence of independent and dependent segments as they depend on the
direction of the sequence, compare Fig. 2 with Fig. 1.

If the sequence Zk, k ∈ K, is extended to the right then the maximal segments do
not change, potentially apart from those in the last section S|I|. If A|K| 6= 0, then the last
section stops before the accumulated sum reaches zero. Adding more variables might
therefore change the maximal segments of the last section. If A|K| = 0, then the maximal
segments are unaffected by adding more variables. Similarly, if the sequence is extended
to the left, the last section of the reversed sequence determines the segments that might
change. The start and end points of the sections in the forward and the reversed sequence
are not identical. Hence, we cannot identify the sections of the reversed sequence from
the sections of the forward sequence (Figs. 1 and 2).
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Figure 2
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Landscape picture of the reverse sequence relative to Fig. 1. Here all maximal segments are independent
(indicated with red bars), except for that containing position 17, which is a dependent segment and
indicated by a blue coloured bar. Non-maximal segments are not shown.

3 Evaluation of Scores
We are interested in the distribution of the score Yi j of a typical maximal segment. Even if
the Zks are independent random variables, the scores will in general not be independent.
Only a few theoretical results are known about the distribution of Yi j. These are primarily
based on random walk theory. In typically applications, however, the assumptions neces-
sary to apply random walk theory are not fulfilled and we have to resort to other methods.
We propose two simulation-based strategies.

Example 3.1. Assume as in the motivating example (Section 2.1) that a test is performed
for each k ∈ K with common significance threshold 0 < α < 1. Let Zk be 1 if the k-th
test is significant and let Zk be −1 otherwise. That is, under the null hypothesis, Zk = 1
with probability α and Zk =−1 with probability 1−α . The expectation E(Zk) = 2α−1
is negative for α < 0.5.

Example 3.2. Let Xk be a positive variable, for example a p-value. Define Zk = log(zα/Xk)
for some zα > 0. If Xk is a p-value, zα could be the common (non-adjusted) significance
level for the tests, zα = α . If Xk is a test statistic, zα could be the α-quantile of Xk. For
example, if Xk is χ2(1)-distributed and α = 0.05, then the α-quantile is zα = 3.84 and
Zk = log(3.84/Xk).

If Xk = α/e (e≈ 2.7182..) with probability α and Xk = αe otherwise, then we retrieve
the situation in Example 3.1.

3.1 Independent Scores
Assume Zk fulfils the condition

E(Zk)< 0, P(Zk > 0)> 0, and Var(Zk)< ∞. (3.3)

That is, Zk tends to be negative but it can take positive values. It follows from the law
of large numbers, that if the Zks are independent with common distribution, Unm will
eventually hit zero as m becomes large. Example 3.1 and 3.2 fulfil that P(Zk > 0) is
positive. Further, E(Zk) < 0 might or might not be fulfilled depending on the choice of
threshold.
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Let M0 = |I| be the number of independent segments and Mi = |Di| the number of
dependent segments of section Si.

Theorem 3.4. Assume that Zk, k ∈ K, are independent random variables with common
distribution, fulfilling condition (3.3). Assume |K|= ∞, then the following holds:

1. M0 = ∞ and ∑
M0
i=1 Mi = ∞, but Mi, i > 0, is finite with probability one.

2. The distribution of Yi j, j ≥ 0, does not depend on i.

3. Let Ĩ⊆ I be a finite index set, corresponding to independent segments. The distri-
bution of the scores factorizes as

P(Yi j ≤ xi j, j ∈ Di, i ∈ Ĩ) =
|̃I|

∏
i=1

P(Yi j ≤ xi j, j ∈ Di),

for xi j ∈ R. In particular, the scores of the independent segments form a series of
independent random variables.

For any value of |K|, we have

4. P(Yi j ≤ Yi0, j ∈ Di) = 1 for any i ∈ I.

The last property is general and does not require any of the assumptions of the the-
orem. It follows from Definition 2.8 alone.

To state the distributional results we need one further assumption. Assume in addition
to the assumptions of Theorem 3.4 that there exists a number λ 6= 0, such that

E(eλZk) = 1 and E(ZkeλZk)< ∞. (3.5)

Hereafter let λ be such a number. If Zk only takes a finite number of values then the
existence of a λ fulfilling condition (3.5) follows from condition (3.3) (see Appendix).

A random variable Z is said to be a lattice variable if there is δ > 0, such that Z takes
values in Zδ = {δ j| j ∈ Z}. Given a lattice variable with values in Zδ , δ is assumed to be
chosen as large as possible. If Z is not a lattice variable, then Z is said to be a non-lattice
variable. Karlin and Dembo (1992) (see also Iglehart (1972)) prove that if Zk is a lattice
variable and |K| � i, then for large integers y,

P(Yi0 ≥ δy)≈Ce−δλy (3.6)

for some constant C. Thus, the tail distribution of Yi0 is approximately geometric. By
applying the result to the reversed sequence we obtain an approximate distribution of the
score of other independent segments. This applies in particular to the last segment, i=M0,
which is the first independent segment in the reversed sequence.

If Zk is a non-lattice variable a similar result holds, however, the tail distribution of Yi0
is now approximately exponential (Karlin and Dembo, 1992),

P(Yi0 ≥ y)≈Ce−λy, (3.7)

where y is a large real number and C a constant. The constant is characterized by the
distribution of the partial sums in the lattice as well as the non-lattice case. In general, it
cannot be worked out explicitly, but must be found by approximation or simulation.
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Alternatively, one might restrict the observed scores of the independent segments to
those bigger than a certain value y0 for which the distributional approximation is assumed
to hold. Then we obtain an approximate geometric distribution in the lattice case,

P(Yi0 ≥ δy|Yi0 ≥ δy0)≈ (1− e−δλ )e−δλ (y−y0), (3.8)

and an approximate exponential distribution in the non-lattice case,

P(Yi0 ≥ y|Yi0 ≥ y0)≈ λe−λ (y−y0), (3.9)

but now without the need to determine the constant C.

Example 3.10 (Example 3.1, continued). Here λ = log
(1−α

α

)
. The variable Zk is a lattice

variable with δ = 1. It follows that the asymptotic tail distribution is P(Yi0 ≥ y)≈Ce−λy

for large integers y. In this case, C ≈ 1− e−λ (Karlin and Dembo, 1992), hence Yi0 is
approximately geometric Geo(p) with p = 1− e−λ .

Example 3.11 (Example 3.2, continued). Recall that Zk = log(zα/Xk). Hence λ fulfils
1 = E(eλZk) = zλ

αE(e−λ log(Xk)). If Xk is a uniform variable (p-value), − log(Xk) is an
exponential variable with intensity 1 and zα = α . It follows that

α
λ E(e−λ log(Xk)) = α

λ

∫
∞

0
e(λ−1)xdx =

αλ

1−λ
.

Hence, there is a unique 0 < λ < 1 fulfilling

log(α) =
log(1−λ )

λ
, such that E(eλZk) = 1.

The tail distribution of Yi0 is approximately an exponential distribution Ce−λy for some C.

3.2 Non-independent Variables
The assumption that Zk, k ∈K, are independent random variables is very restrictive. The
results in the previous section can be shown to hold also if Zk is controlled by a Hidden
Markov Model (Karlin and Dembo, 1992), which broadens the scope of applications.
However, this might still be too restrictive, for example in association mapping, where
the variables Zk rarely are equally spaced along chromosomes and there might be higher
order dependencies among them. In addition, only independent segments can be assigned
a p-value. Here we present two bootstrap-based approaches to remedy the theoretical
shortcomings.

Approach 1. Here we evaluate the score of each maximal segment against the distribution
of the score of a randomly chosen maximal segment. Thus, we disregard the positional
information encoded in the indices of the score Yi j. Clearly, for this approach to make
sense, we must require some homogeneity in distribution across the sequence. A natural
requirement would be that (Z1, . . . ,Z|K|) forms a stationary sequence, that is, the distribu-
tion of a subsequence (Zk,Zk+1, . . . ,Zk+ j) does not depend on the position k. In particular,
the correlation between two variables Zk and Zk+ j only depends on j.
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Apply a bootstrap procedure to obtain B bootstrapped samples of the data: (Zb
1 , . . . ,Z

b
|K|),

b = 1, . . . ,B. The chosen procedure will in general depend on the concrete data set. For

each bootstrapped sample we find the maximal segments and let Mb = Mb
0 +∑

Mb
0

i=1 Mb
i

denote the number of maximal segments in the b-th bootstrapped sample.
Let B̃ be the number of bootstrapped samples for which Mb

0 ≥ 1 and thus Mb ≥ 1 and
let these informative samples be sequentially numbered b = 1, . . . , B̃.

Let Y be the score of a randomly chosen maximal segment. The score Y is equal to
Yi j with probability 1/M, if there are M = M0 +∑

M0
i′=1 Mi′ maximal segments and M0 ≥

1,Mi ≥ j. Hence, the distribution of Y might be approximated by,

P(Y ≥ y) ≈ 1

B̃+1

B̃

∑
b=0

Mb
0

∑
i=1

Mb
i

∑
j=1

1(Y b
i j ≥ y)

Mb , (3.12)

where b = 0 denotes the original (non-bootstrapped) sample. 1(·) is the indicator function
taking the value one if the condition in parenthesis is fulfilled and otherwise it is zero. The
precision of the approximation depends on the number of informative bootstrap samples
B̃ to the order 1/

√
B̃, which is a consequence of the central limit theorem.

To correct for multiple testing at level α , we might apply the correction α/E(M).
Under reasonable assumptions, this correction controls the family-wise error (FWE), as
well as the expected number of false discoveries (Type I errors; see Appendix) at level
α . The expectation E(M) can be approximated by the bootstrapped samples, E(M) ≈

1
B̃+1 ∑

B̃
b=0 Mb. In Example 3.1 and 3.2, E(M) ≤ α|K| (α in the definition of Zk is taken

to be the same as the level at which we wish to control; the bound would be achieved if
all significant tests each gave rise to a maximal segment). Hence we expect the correction
factor to be at least α times smaller than the standard Bonferroni correction, |K|.

Approach 2. Here we take the basic observation at position k to be the score of the
maximal segment spanning the position. Denote this score by Y (k), that is, Y (k) = Yi j
for k ∈ [si j,ei j]. If k is not in a maximal segment then Y (k) = 0. We seek the probability
P(Y (k)≥ y), where y is the observed score.

Apply a bootstrap procedure to obtain B bootstrapped samples of the data, (Zb
1 , . . . ,Z

b
|K|),

b = 1, . . . ,B, and calculate the bootstrapped scores Y b(k) for each position in each boot-
strapped sample. The probability P(Y (k) ≥ y) might be approximated by how often po-
sition k is in a bootstrapped maximal segment that has a score higher than the observed
score. We obtain

P(Y (k)≥ y)≈ 1
B+1

B

∑
b=0

1(Y b(k)≥ y), (3.13)

where b = 0 denotes the original (non-bootstrapped) sample.
The precision of the approximation depends on the number of bootstrapped samples

B as well as the number of maximal segments obtained in each sample. In general (3.13)
requires a higher B than (3.12) to obtain the same precision as we cannot use all boot-
strapped segments to assess the significance of an individual segment, but only those
bootstrapped segments that overlap with it. The right side of (3.13) converges as 1/

√
B,

which follows from the central limit theorem. The p-values for neighbour positions are
dependent.
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This procedure assigns a p-value to each position, rather than to each maximal seg-
ment, as with Approach 1. In this way the original value, Zk (a p-value or test value), is
transformed into a new p-value, which indicates the significance given to a position being
in a maximal segment. If Y (k) = 0, then the p-value is always one and only positions in
maximal segments can be declared significant. We could treat the p-values in different
ways. One possibility is to declare a maximal segment significant if all positions in the
segment have p-values smaller than α/E(M).

4 Real data example
In a combined analysis of two genome-wide association studies (GWAS) by Sklar et al.
(2008) signal of association with bipolar disorder was found for a single-nucleotide poly-
morphism (SNP), rs1006737, in the gene CACNA1C on chromosome 12p13.33 encoding
a subunit of a calcium channel. The signal was found after combining online p-values
from the WTCCC1 bipolar sample (Wellcome Trust Case Control Consortium, 2007)
with p-values obtained from a combined sample of bipolar I patients from the Systematic
Treatment Enhancement Program for Bipolar Disorder (STEP-BD) and University Col-
lege London (UCL). Combined p-values were only calculated for the top 200 SNPs (out
of a total of 372,193) from STEP-BD/UCL single-marker allelic association tests. In the
WTCCC1 study rs1006737 was number 137,710 out of 459,446 autosomal SNPs order-
ing by online p-values. The involvement of CACNA1C in mental disorders has further
been confirmed in other studies (Ferreira et al., 2008; Nyegaard et al., 2010; Ripke et al.,
2013).

As a proof of concept of the Landscape method we re-examined markers in CACNA1C
for the WTCCC1 bipolar sample (Wellcome Trust Case Control Consortium, 2007) to in-
vestigate if the association could have been identified earlier by aggregating signals. We
added a buffer zone of 25% (161,175 bp) of the size of the gene region to both ends to
avoid edge effects. The markers were filtered according to the description in WTCCC1
(Wellcome Trust Case Control Consortium, 2007) and genotypes with posterior probab-
ility less than 0.90 were removed (coded as missing). A total of 204 SNPs remained in
this region after removing 11 monomorphic markers. Trend test p-values were calculated
by logistic regression with the generalized linear model function (glm) in R. Affection
status (case/control label) was shuffled and p-values recalculated 999,999 times to enable
calculation of permutation-based p-values in Landscape. Fig. 3 shows the results from
trend test and from using Approach 2 for non-independent variables (Section 3.2) with Zk
defined as in Example 3.2: Zk = log( zα

Xk
) with Xk being single-marker trend test p-values

and zα = α = 0.05.
We Bonferroni corrected the threshold of significance for multiple testing by dividing

the significance level α with 6.135, the mean number of maximal segments as approxim-
ated by the average number of maximal segments in the permutation-samples.

The Landscape method detects a clearly significant maximal segment around rs1006737
spanning 108 kb and consisting of 26 SNPs.
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Figure 3
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Upper: Landscape plot against base pair (bp) position in CACNA1C on chromosome 12p13.33 for
Zk = log(α/Xk) where α = 0.05 and Xk are p-values from the single-marker test shown in the lower plot.
Independent and dependent segments are indicated on the x-axis with red and blue bars, respectively.
Lower: Results from single-marker trend tests, none of which were significant at level α = 0.05 after
Bonferroni correction for the 204 tests (threshold indicated with the black dashed line). The green line
is from using Approach 2 of Landscape with Zk as above and using 999,999 permutation-based p-values.
Bonferroni corrected threshold adjusted for the mean number of maximal segments (E(M) = 6.135) is
indicated with the green dash-dotted line. The orange line on the x-axis indicates the gene region of
CACNA1C.

5 Discussion
We have developed a method to aggregate sequentially ordered statistics and provided
different means to assess the significance of the aggregated scores, that is, the scores of
maximal segments. If the original variables (Zk) are dependent, the aggregated scores
will in general also be dependent. As shown using a real data set, the aggregated score
might be significant without the individual p-values being significant. Thus, our method
may be a useful supplement to standard procedures relying on evaluation of test statistics
individually.

In a sense, one can consider the aggregated score a smoothening of the individual test
statistics (or p-values) as the values are ‘smoothed’ with the values of the surrounding
positions. The smoothed value of position k is the score Y (k) of the maximal segment
containing that position. It might be written as

Y (k) = max{Unm|Unk′ > 0,Uk′m > 0,∀k′ ∈ [n,m],n≤ k ≤ m}.
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Our method assigns p-values to maximal segments or positions. These we have to
correct for multiple testing but now each of them borrow from their neighbours in con-
trast to the original p-values that are based on individual tests. Here we have applied a
simple Bonferroni procedure for multiple testing but more sophisticated techniques could
likewise be used.

Finally, one might be able to learn the parameter λ in (3.6) and (3.7) from a genome-
wide empirical distribution, thereby extending the realm of application to situations with
structural dependencies.
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Appendix
Proof of Proposition 2.9. Consider an interval [s, t] = [si j, ti j] for some i, j. We have
already shown that [s, t] is a segment. It is also maximal: to show this, we must prove that
there is no other segment [n,m] containing it. First note that Zk ≤ 0 for all k between two
intervals found by the algorithm, that is, for all k such that ti, j−1 < k < si j or ti−1, j < k < si0
for some i, j (in the latter ti−1, j refers to the last interval in the previous section Si−1).
Thus, [n,m] cannot start or end between intervals as this would imply that Zn or Zm is
non-positive. A segment [n,m] cannot bridge two intervals either. If this was so, we
would have Unk > 0 for n≤ t < k < s′, where [s, t] and [s′, t ′] are two intervals. But

Unk =Un,t+1 +Ut+2,k = (At +Zt+1)−An−1 +Ut+2,k.

The first and last terms are non-positive by definition. Hence Unk ≤ 0, a contradiction,
and any interval is a maximal segment.

To prove the reverse, we note that the intervals are disjoint. Hence, if there are more
maximal segments than the intervals found by the algorithm they must be between inter-
vals. However, as noted above, Zk is non-positive between intervals, hence there cannot
be more maximal segments.

Proof of Theorem 3.4. Assume |K| = ∞. (1) It follows from the law of large numbers
that 1

m−n+1Unm→ E(Zn) < 0 as m→ ∞. Hence the partial sum will eventually become
negative with certainty. Assume there is only a finite number of independent segments
M0 and let sM0 be the start of the last. Then either (i) UsM0 ,sM0+n−1 > 0 for all n or (ii)
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UsM0 ,sM0+n−1 ≤ 0 for some n and ZsM0+m ≤ 0 for all m > n. In the first case,

P(UsM0 ,sM0+n−1 > 0,n≥ 1)

=
∞

∑
m=1

P(Usm,sm+n−1 > 0,n≥ 1 |M0 = m)P(M0 = m)

=
∞

∑
m=1

P(U1n > 0,n≥ 1)P(M0 = m)

= P(U1n > 0,n ∈K)> 0, (A.1)

where the second equality follows from Zk being independent and identically distributed
(i.i.d.). This contradicts that the partial sum eventually becomes negative, hence M0 = ∞.
As for the second case, P(Zk > 0) > 0, by assumption. Hence the probability that all
ZsM0+n are non-positive is zero and we conclude again M0 = ∞. For each independent
segment, there is a positive probability of a dependent segment. Hence, the number of
dependent segments will be infinite.

(2) It follows similarly to (1) by conditioning on the start of the maximal segment and
using that the Zks are i.i.d.

(3) Is proven by induction on the size k of Ĩ. For k = 1, the claim is obviously true.
Assume it is true for some k ≥ 1. The probability P(Yi j ≤ xi j, j ∈ Di, i ∈ Ĩ) is

∞

∑
e=1

P(Yi j ≤ xi j, j ∈ Di, i ∈ Ĩ\{1} | A1)P(A1),

where A1 = {T1 = e,Y1 j ≤ x1 j, j ∈ D1} and T1 is the end of the first section. Since Zn are
independent variables and |K| = ∞, the first probability in the sum is independent of A1
(the sequence ZT1+1, . . . , has the same distribution as Z1, . . .). Hence, the probability is

∞

∑
e=1

P(Yi j ≤ xi j, j ∈ Di, i ∈ Ĩ\{1})P(A1)

= P(Yi j ≤ xi j, j ∈ Di, i ∈ Ĩ\{1})
∞

∑
e=1

P(A1)

= P(Yi j ≤ xi j, j ∈ Di, i ∈ Ĩ\{1})P(Y1 j ≤ x1 j, j ∈ D1).

The claim now follows from the induction hypothesis.

Existence of λ . Assume Zk fulfils condition (3.3) and that Zk only takes a finite num-
ber of values. Hence f (λ ) = E(eλZk) is finite for all λ ∈ R. The derivative of f (λ ) is
f ′(λ ) = E(ZkeλZk) for all λ (Hoffmann-Jørgensen, 1994). Hence f (0) = 1, f ′(0) < 0,
since E(Zk)< 0, and f (λ )→ ∞ as λ → ∞, since P(Zk > 0)> 0. Further, f (λ ) is convex
for all λ (Hoffmann-Jørgensen, 1994). Then it must be that there is a unique λ0 > 0 such
that f (λ0) = E(eλ0Zk) = 1.
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Approach 1: Type I errors. Given α , choose yα , such that P(Y ≥ yα) ≤ α/E(M). We
have

P(Y ≥ yα) =
∞

∑
m=1

P(Y ≥ yα |m)P(m), (A.2)

where “m” is short for the event {M = m}. If M and U(M) = P(Y ≥ yα |M) are negatively
correlated variables, then the FWE and the expected number of Type I errors are con-
trolled at level α . The assumption is plausible as more maximal segments should reduce
the general score of them.

It can be proven in the following way. If there are m maximal segments, list them
sequentially without regards to whether they are dependent or independent segments. The
expected number of Type I errors is

E

(
M

∑
i=1

I j

)
=

∞

∑
m=1

m

∑
j=1

E(I j|m)P(m), (A.3)

where I j = 1 if the score of the jth maximal segment is ≥ yα and otherwise I j = 0. Since
Y is the score of a randomly chosen maximal segment, then

U(m) = P(Y ≥ yα |m) =
1
m

m

∑
j=1

E(I j|m).

Hence, from (A.3),

E

(
M

∑
i=1

I j

)
=

∞

∑
m=1

mU(m)P(m).

If M and U(M) are negatively correlated variables,

E

(
M

∑
i=1

I j

)
≤ E(M)

∞

∑
m=1

U(m)P(m) = E(M)P(Y ≥ yα),

where the equality follows from (A.2). Recall that yα is chosen such that P(Y ≥ yα) ≤
α/E(M), hence E

(
∑

M
i=1 I j

)
≤ α and the expected number of Type I errors is controlled

at level α . Since FWE is less than the expected number of Type I errors, we also have
control of FWE at level α .
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Appendix A

A few more technical details

A.1 A bit more on logic regression

A.1.1 The origin of logic regression and misuses of the term
The adaptive regression methodology called logic regression was introduced by Ruczinski
(2000) in his PhD thesis36, of which Ruczinski et al. (2003) appears to be a condensed
version. Apparently Ruczinski, Kooperberg and LeBlanc also wrote a technical report from
Fred Hutchinson Cancer Research Center in 2001 (c.f. Kooperberg et al., 2001) about logic
regression but we have not been able to track this down. Searching (October 5, 2011) for
the term ”logic regression” in PubMed (www.ncbi.nlm.nih.gov/pubmed/) reveals that this term
was mentioned in a few earlier publications, the first time being in Troeng et al. (1994) which
predates Ruczinski’s PhD by more than five years. However, in Troeng et al. (1994) it simply
appears to be a typo in the abstract, as the methods used in the paper are logistic regression
and Cox regression. Another mention is in a Russian journal Voprosy Onkologii (Problems
in Oncology) 1996;42(1):48-52, where multifactorial logic regression was used according to
the translated abstract. However, a search on Google reveals no other matches on the term
”multifactorial logic regression” than this paper whereas a search for ”multifactorial logistic
regression” returns thousands of hits so this was probably a typo or erroneous translation. The
term ”logic regression” is also mentioned in the (translated) abstract of a paper in another
Russian journal, Zh Nevrol Psikhiatr Im S S Korsakova (Zhurnal nevrologii i psikhiatrii imeni
S.S. Korsakova / Ministerstvo zdravookhraneniia i meditsinskoi promyshlennosti Rossiiskoi
Federatsii, Vserossiiskoe obshchestvo nevrologov [i] Vserossiiskoe obshchestvo psikhiatrov)
1999;99(5):32-40, but this seems to be (a follow-up of?) the same study as in Acta Neurol
Scand 1996: 94: 386-394 (which is in English!), where again they use logistic regression and
do not mention logic regression. The last paper reporting use of logic regression and appearing
around the same time as Ruczinski (2000) is a Spanish paper in Rev Esp Salud Publica (Revista
española de salud pública) 2001;75(1):81-8, where the sentence ”Logic Regression was employed
for calculating the odds ratio adjusted by age, sex and by the intake of foods and wine” can be
found in the (translated) abstract. It is quite likely again either wrongly translated, a typo or an
erroneous use the word ”logic” where instead ”logistic” should have been used.

As a curiosity, 14 more abstracts from this same Spanish journal contained logic regression
where it appears from the context (stating odds ratio e.g. ) that the correct term would

36http://kooperberg.fhcrc.org/logic/documents/ingophd-logic.pdf
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have been logistic regression: Rev Esp Salud Publica 2001;75(6):529-39, 2002;76(6):673-82,
2003;77(1):143-50, 2003;77(2):287-95, 2004;78(3):367-77, 2004;78(4):481-92, 2004;78(4):527-
37, 2005;79(1):47-57, 2005;79(1):59-67, 2005;79(4):465-73, 2005;79(5):541-9, 2005;79(5):559-
67, 2006;80(4):335-47, 2008;82(3):315-22. Also one French publication (Sante Publique
2005;17(2):265-80) erroneously translated ”régression logistique” to ”logic regression”37

and further two French publications states ”logic regression” where it should have been
”logistic regression”: Sante Publique 2007;19(6):489-97 and Rev Laryngol Otol Rhinol (Bord)
2010;131(4-5):247-51. In essence none of the non-English papers containing ”logic regression”
in the abstract had used this term correctly. Moreover, logistic regression were also misprinted
(misunderstood or badly translated) as logic regression in the abstracts of the following English-
language papers: Disabil Rehabil Assist Technol 2010;5(5):318-22, Soc Sci Med 2009;68(4):643-
53, BMC Infect Dis 2007;7:75, BMC Infect Dis 2006;6:113, Lancet 2006;368(9530):130-8, and
J Asthma 2005;42(10):833-7. The worst of these were the BMC Infect Dis 2006 paper, where
the wrong word was used also in the methods section. Finally, in Oral Oncol. 2011;47(7):588-93
they do use logic combinations of dichotomous variables but in quite another context than that of
logic regression as defined by Ruczinski et al. (2003).

In conclusion, we find it evident that logic regression was introduced and coined by Ruczinski
(2000) as also noted in Ruczinski et al. (2003).

A.1.2 Implementations
Originally, the logic regression approach by Ruczinski et al. (2003) was implemented as a stand-
alone program xlogic in Fortran 90 (version 0.1.3 dates back to July 17, 2001) but at least since
January 2003 (version 1.1.1 is from January 31, 2003) it has been implemented as the R package
LogicReg though still with a core written in Fortran which is then called by R. A greedy search
algorithm and a Markov chain Monte Carlo (MCMC) sampler was implemented with version
1.3.0 January 15, 2004 (Kooperberg et al., 2005). The following web site contains various sources
of information and links to the software: http://kooperberg.fhcrc.org/logic/. The
current version of LogicReg (1.5.5, December 3, 2013) handles classification, linear regression,
logistic regression, proportional hazards model (Cox regression), exponential survival model,
and by example of ”writing your own scoring function”, conditional logistic regression. Greedy
search algorithm, simulated annealing and MC logic regression are implemented together with
methods to do cross-validation and permutation-based tests for model selection.

A.1.3 Terminology of logic regression
The term Boolean expression (logic expression or Boolean logic expression) covers any Boolean
combination of binary variables, where the Boolean combinations used are logical AND (∧),
OR (∨) and NOT (c). Let us denote the binary predictors x1,x2, . . . ,xk; then an example of a
Boolean expression could be L j = (x2∨ xc

4)∧ x7 or by use of words: if {(2nd predictor is present
OR 4th predictor NOT is present)} AND {7th predictor is present} then L j is true, i.e. the state
is predicted. The Boolean domain {true,false} is often represented by {1,0} and it may come
in handy to think of the AND operation as a kind of multiplication with 0 or 1, and the OR as
an addition (though some rules for these operators are not the same as for multiplication and
addition) where the result is true if doing so returns something greater than zero, and false if

37There may be an explanation to this as logistique exists both as the adjective logistic and as the
substantive (noun) mathematical logic
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it is zero. As examples: {true AND false} returns false (1*0=0), {true OR false} returns true
(1+0=1) and so fort. In other words xi and xc

i are really the indicator variables 1[xi=1] and 1[xi=0],
respectively.

To enable coding of SNP genotypes, we need two variables for each locus. Let Si denote a
SNP and let SiD be an indicator of a genotype which is not of the homozygous reference type (true
if there is at least one variant/minor allele), and let correspondingly SiR indicate the homozygous
variant type (i.e. 1 if both chromosomes contain the minor allele of Si). Note that the homozygous
reference type can be identified by Sc

iD. The use of Boolean expressions now enables us to define
models with higher order interactions between genotypes, e.g. (as in Schwender et al., 2010)
L= (Sc

1D∧S2R)∨(S3D∧S4D) or in words: IF S1 is of the homozygous reference genotype AND S2
is of the homozygous variant genotype OR both S3 and S4 are NOT of the homozygous reference
genotype, THEN the subject has an elevated risk. Note that if SiD is present in the final logic
tree then a dominant model fits the data best for SNP Si whereas a recessive model is better if
SiR enters. The adaptive search algorithm will remove redundant statements so SiD and SiR will
not be present in the same logic tree because SiD ∧ SiR ≡ SiR and SiD ∨ SiR ≡ SiD (Kooperberg
et al., 2001). Methods to remove redundancy from the models were treated by Ruczinski (2000).
Inclusion of more than one logic tree enables the modeling of additive, multiplicative and co-
dominant genetic models, and in these multiple tree variants it may occur that both SiD and SiR

are present, though still not in the same logic tree.

The same Boolean expression may be represented in many different ways, and a special
case is the so-called Disjunctive Normal Form (DNF) which is an OR-combination of AND-
combinations. As an example L = (Sc

1D ∧ S2R)∨ (S3D ∧ S4D) is a DNF but could also have been
represented by e.g. L = (Sc

1D ∨ S3D)∧ (Sc
1D ∨ S4D)∧ (S2R ∨ S3D)∧ (S2R ∨ S4D). Note that in a

DNF L is true if at least one of the AND-combinations return true. The advantage of DNFs is
that interactions can be directly identified as the AND-combinations (Schwender et al., 2008).
So in the example we have two interactions. Furthermore, Schwender et al. (2008) noted that
only minimal AND-combinations (denoted prime implicants) should be included in DNFs, that
is redundant (conjugate) letters should be omitted. Algorithms to find the prime implicants and
DNFs were treated in Schwender (2007) and included in logicFS (Schwender, 2007; Schwender
et al., 2008). In conclusion, the use of DNFs simply makes interpretation of the expression easier.

Another and equivalent way to represent a Boolean expression is by use of a so-called logic
tree. In logic trees each knot have either zero or two children and leaves are always (conjugate)
letters while knots that are not leaves always is either an AND or an OR statement. We refer to
Ruczinski (2000) for further discussion on various representations and simplifications of Boolean
expressions and the relationship and differences between logic trees and decision trees. The two
representations of L, drawn as trees, are shown in figure A.1. Here for brevity we have left out
the S’s and white letters on black background indicate conjugate e.g. Sc

1D.

A.1.4 The regression framework
The regression framework is maybe the most appealing feature of logic regression. In essence it
is a generalised linear model

g(E[Y ]) = β0 +
T

∑
t=1

βtLt ,

where g is a link function and L are logic expressions (trees) consisting of Boolean combinations
of binary covariates. The models g(E[Y ]) are referred to as logic models (c.f. Ruczinski et al.,
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Figure A.1 Two representations of a logic tree example
(a) DNF representation and (b) another possible representation of the same logic tree.

2003). This framework can be used for many different types of outcome (continuous, categorical,
counts, time-to-event) with appropriate link functions as long a score function can be defined
to reflect the quality (or fit) of the models considered, i.e. as long as we have a score measure
that can be used in the annealing algorithm (see appendix A.1.5). During this search for the best
combination of boolean expressions, i.e. the combination minimising the score, the parameters
β0,β1, . . . ,βt of the model are estimated simultaneously.

Two important examples of responses and score functions are given here:

1. If the response is continuous and can be assumed to stem from a normal distribution, i.e.
we consider a usual general linear normal model (linear regression), then the residual sums
of square

RSS =
N

∑
i=1

(Yi− Ŷi)
2

can be chosen as score function.

2. If the response is binary (e.g. affected/unaffected in case-control studies) then logistic
regression is often used, i.e. a binomial distribution with the logit link function

g(E[Y ]) = g(π) = log(
π

1−π
).
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Here the score function used in LogicReg is the deviance function

D =−2log
(

likelihood of the model to be assessed
likelihood of the saturated model

)
The model can be extended by inclusion of other covariates such as gender, age and

socioeconomic factors (Schwender et al., 2010):

g(E[Y ]) = β0 +
C

∑
c=1

γcXc +
T

∑
t=1

βtLt .

These covariates, X1, . . . ,XC, may be continuous, discrete, categorical or any other type we could
think of to include in a regression, i.e. they do not necessarily have to be dichotomous. The
parameters for these covariates will be estimated but do not enter the annealing search. For a
schematic view of the algorithm see Algorithm 2 in Schwender et al. (2010).

Another way of allowing such covariates is to dichotomise them either by a pre-determined
level/limit or via the simulated annealing search by defining a new move that changes this level,
see Ruczinski (2000). Categorical variables can be handled similarly or may be coded by use
of binary dummy variables (1 if a person belong to the category and 0 otherwise), one dummy
variable for each level except one—the last of the levels will be captured in the overall mean, i.e.
the parameter β0.

A.1.5 Searching logic tress with simulated annealing
In the machine learning method logic regression a set of k binary predictors are used to search
for gene-gene and gene-environment interactions in case-control studies. The method searches
over the space of 2k different combinations each of which can predict a zero or one (control or
case, say), that is in principle 22k

possible combinations also referred to as prediction scenarios
(see Ruczinski, 2000). The number of combinations therefore grows with double exponential
speed and become incomprehensible large even for a relatively small number of predictors.
Consequently a simulated annealing search algorithm is used to find the best fitting model.

Moving between logic trees

For a set of predictors, a given logic tree can in principle be reached from any other logic tree (of
the predictors) in a finite number of moves given by deleting a leaf, splitting a leaf (using AND
or OR and another predictor/leaf), alternating a leaf (using another predictor), or alternating an
operator (AND instead of OR, or vise versa). Another two moves are defined as they enhance the
performance of the algorithm (Ruczinski et al., 2003): pruning a branch (i.e. removing a branch)
and growing a branch (i.e. adding another branch). We have depicted the moves in figure A.2
and they are described more thorough in many of the logic regression papers (e.g. Ruczinski,
2000; Kooperberg et al., 2001; Ruczinski et al., 2003; Schwender et al., 2008). So there are six
permissible moves in the process of growing a tree. The two alternating moves are their own
countermove, while the remaining four are move/countermove pairs. It is crucial that we can get
back and forth to avoid breakdown of the Markov chain theory behind the simulating annealing.
If no limits are imposed on model size, the underlying Markov chain will be irreducible as it is
then possible to get between any two states within a finite number of steps. Furthermore, the
Markov chain is aperiodic and therefore also ergodic, which in principle ensures convergence of
the search algorithm.
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Figure A.2 Permissible moves in a simulated annealing search of logic trees
There are six permissible moves in the process of growing a tree in the simulated annealing
search for the best fitting model (logic tree). For each move there is a counter move to ensure
convergence. The two alternating moves (alternate leaf and alternate operator) are their own
countermove, while the remaining four are move/countermove pairs.

The model search can be extended by allowing new trees to be added (starting with one leaf
only), or present trees (with one leaf) to be removed. The addition of new trees can only be done
though until the chosen upper limit on the number of trees has been reached. Correspondingly,
the upper limit on the number of leaves in each tree constraints the splitting leaf and growing
branch moves. These limitations break the ergodicity of the Markov chains and thus there is no
guarantee that a global optimum will be found.

Simulated annealing

As noted by Ruczinski et al. (2003), simulated annealing is not a new development. It origins
back to Kirkpatrick et al. (1983) and Cerny (1985) as an adaptation of an even older method, the
Metropolis-Hastings algorithm (Metropolis et al., 1953; Hastings, 1970). The process is defined
on some state space S which depends on the restrictions. If we pose the restriction of using
exactly one tree in the model then S is the set of all possible logic trees of the predictors (plus
the empty ”tree”). If any number of trees are allowed the state space (extending the set of moves
correspondingly) consists of all possible combination of trees as well. For the sake of simplicity
let us consider the one tree only model. Each state s ∈S is thus a tree and two states s, s̃ ∈S
are said to be adjacent (or neighbors) if only a single move (from the permissible set of moves)
is needed to get from one state to the other. We let M denote the subspace in S ×S defined by
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the adjacent pairs, i.e. (s, s̃) ∈M ⊆S ×S . The elements of M are called moves. If k moves
are needed to get from state s to state s̃ then (s, s̃) ∈M k are said to be connected via a set of
k moves. The state space is assumed to be finite. To compare the logic models (or just trees)
we need an objective function referred to as the score function ω : S →R which quantifies the
quality (fit) of each state by its score. We assume without loss of generality that small is better
and since we assume the state space to be finite the existence of (at least one) minimal score ω0.
If classification is the goal of using logic regression there is usually only one tree and the score
function is taken to be the misclassification rates of the logic tree, see Algorithm 1 in Schwender
et al. (2010). More details on the use of logic regression for classification can be found in e.g.
Ruczinski et al. (2003).

Now basically, from the present state s∈S the simulating annealing procedure picks a move
m ∈M (by some selection scheme) and thereby propose a new state s̃. The scores ω = ω(s) and
ω̃ = ω(s̃) are compared and the proposal is always chosen if it has a better score and it is chosen
with some acceptance probability if the score is worse. The acceptance probability is given by
an acceptance function ζ :R+

3→ (0,1] which assigns a probability to a pair of scores and some
positive real number, the temperature parameter τ , which reflects for how long time the annealing
chain has run. The influence of the temperature on the acceptance probability is such that the
probability of accepting a worse score becomes smaller as we run through the annealing scheme
and converges towards zero. So in the beginning the state space is searched more broadly while
later being narrowed down to the (hopefully) right neighborhood. This way the risk of ending in a
local (but not global) optimum is lowered as it is possible to jump to a better scoring state, which
is connected to the present state via k > 1 moves, even when all adjacent states to the present state
has a worse score. In Ruczinski (2000) various considerations involving Markov chain properties
leads to the following acceptance function

ζ (ω, ω̃,τ) = min(1,exp(− ω̃−ω

τ
))

which has also often been used in the literature (Ruczinski, 2000). The temperature τ is
determined by a so-called cooling scheme. The cooling scheme should be such that less time is
spend in the beginning, where almost all moves are accepted, and towards the end of the scheme,
where virtually all moves are rejected. Thus most of the time in the algorithm should be spend
somewhere in the middle, a period which Ruczinski et al. (2003) refers to as the ”crunch time”,
i.e. the period where hopefully the right neighborhood containing the global optimum is chosen
by the algorithm.

In Ruczinski et al. (2003) they keep the temperature fixed a period of time until a
predetermined threshold number of accepted moves are reached. Then the temperature is lowered
(typically in equal decrements on a log10 scale) and a new sequence of homogeneous (constant
temperature) Markov chains are run until the threshold is reached and so fort. Apart from this,
they also set a maximum number of iterations for each chain, after which the temperature is
lowered (if the above mentioned threshold was not reached first). The threshold will only be
reached in the beginning of the annealing process while later all chains are run in full length
as determined by the ”maximum number of iterations” parameter. A threshold of 1-10% of the
intended number of iterations was typically used by Ruczinski et al. (2003). Furthermore a start
and a stop temperature needs to be chosen before running the simulating annealing. Instead of
a cleverly chosen lower temperature there may be a criterion of when to stop the process, such
as no improvement of the score (no moves accepted) for a considerable number of consecutive
chains (temperatures)—in practice 10-20 chains (c.f. Ruczinski et al., 2003). Speed may also be
gained by keeping track of the scores from states (trees) that has already been visited. By doing
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this the computation of the scores need only to be done once for each state. This is especially
cost-saving in the last part of the run (at low temperatures) where the same state may be proposed
multiple times.

Making the decisions on the various parameters involves a bit of trial and error as the optimal
choice depends on the data. The highest and lowest temperature values are not that important
if the criterions mentioned above are applied. The starting value (highest temperature) should
simply be large enough that we more or less do a random walk in the beginning, and the lowest
temperature should be so small that the procedure is stopped because no further improvement
of the score is observed. But of cause, there is no reason to choose the starting temperature
too far out. The acceptance rate should therefore be monitored and a lower starting temperature
chosen if it takes too many chains to reach the ”crunch period”. The chain needs to be run long
enough that the chain is close to its limiting distribution, i.e. close to stationarity. In Ruczinski
et al. (2003) they mention 10,000 - 100,000 as the chain length they have been using. When
doing the first trials to set the various parameters of the algorithm, it may be an idea to use fairly
short chains (in the order of 10,000’s, say) while later, longer chains (100,000 or more) should
be used too increase precision/convergence. The reason for choosing shorter chains is merely
to decrease computation time. Also, the temperature step size (or equivalently the number of
chains between two subsequent powers of 10) have to be chosen. According to Ruczinski et al.
(2003) the temperature is usually decreased by a factor between 0.91 and 0.98 (10−1/25-10−1/100),
corresponding to 25-100 chains between the powers of 10. In practice, numbers zstart , zend and
niter can be input to the software to define a temperature cooling scheme going from 10zstart to
10zend decreasing each step by a factor of 10−1/niter .

In practice some limits on tree size (the number of leaves) and number of trees, t, are also
needed. One reason is interpretation of the resulting model while another is computational due
to the fact that Ruczinski et al. (2003) fit all trees in the model simultaneously. The risk of over-
fitting may be a third reason. According to Ruczinski, they usually set the limit at a maximum of
8-16 leaves per tree and a maximum of five trees (if for more than one), and case studies showed
that 1-3 trees were optimal. But of course these numbers depend on the number of predictors and
on how large models we are willing to interpret, so no fixed rules can be given: ”Unfortunately,
this is more of an art than a science, and there are no hard and fast rules how to find the best
possible annealing algorithm.” (c.f. Schwender et al., 2010).
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A.2 Landscape R scripts
The R scripts used for calculation of Landscape measures in the motivating example. First source
the code of the Landscape.fct from the next three pages in R. Then the following lines of code
utilises this function:

# --- Reading data for motivating example: ---

Z.k <- c(-1,-1,1,1,1,-1,-1,1,1,-1,1,-1,-1,-1,-1,-1,1,-1,1,1)

K <- length(Z.k); k.idx <- 1:K

# --- Doing calculations with Landscape.fct: ---

res <- Landscape.fct(Z.k)

# --- Calculate independent segments: ---

N.seg <- length(res$sij); ind.seg <- matrix(NA,ncol=2,nrow=N.seg)

for(i in 1:N.seg){ind.seg[i,] <- c(res$sij[[i]][1],res$eij[[i]][1])}

# --- Calculate dependent segments: ---

N.dep.seg <- sapply(1:N.seg,FUN=function(x){length(res$sij[[x]])-1})

dep.seg <- matrix(NA,ncol=2,nrow=sum(N.dep.seg))

n <- 0

for(i in 1:N.seg){

if(N.dep.seg[i]>0){

for(j in 2:(N.dep.seg[i]+1)){

n <- n+1

dep.seg[n,] <- c(res$sij[[i]][j],res$eij[[i]][j])}}}

# --- Show sections: ---

sec <- res$sect

cat("Maximal segments:",paste("[",sec[,1],",",sec[,2],"]"))

# --- Show maximum segments: ---

max.seg <- res$max.segm

cat("Maximal segments:",paste("[",max.seg[,1],",",max.seg[,2],"]"))

# --- Plot A_k: ---

A.k <- res$A.k

plot(k.idx,A.k[-c(1,(K+2))],type="b",xlab="Position",ylab="A_k")

# --- Find permutation-based p-values for Y(k) ---

# observed values:

Yk.obs <- res$Y.k #Yk.obs <- Landscape.fct(Z.k,report="Y")

n.perm <- 99; Y.perm <- matrix(0,ncol=length(Z.k),nrow=n.perm)

set.seed(11062014)

# permutation values:

for(i in 1:n.perm){

z.p <- sample(c(-1,1),size=K,replace=TRUE)

Y.perm[i,] <- Landscape.fct(X.k=z.p,report="Y")}

# function used to evaluate:

eval.fct <- function(yperm,yobs){return(as.numeric(yperm>=yobs))}

# calculate p-value:

p.perm <- (rowSums(apply(Y.perm,MARGIN=1,FUN=eval.fct,yobs=Yk.obs))+1)/(n.perm+1)



176 APPENDIX A. A FEW MORE TECHNICAL DETAILS

Landscape.fct <- function(X.k,report="ALL",inputtype="Z",logTransP="FALSE",alpha=0.05){

# Leslie Foldager, Aarhus University, 6 March 2014

# calculates Landscape for a sequence Z.k with various option for Z.k

report <- toupper(report)

if(report!="ALL" & report!="LESS" & report!="Y"){

stop("report must be either ALL (default), LESS (Y and number of max segments) or Y")

}

inputtype <- toupper(inputtype)

if(inputtype!="Z" & inputtype!="P" &

inputtype!="LOGP" & inputtype!="MINUSLOGP"){

stop("inputtype must be either Z (default), P, LOGP or MINUSLOGP")

}

logTransP <- toupper(logTransP)

if(logTransP!="FALSE" & logTransP!="TRUE"){

stop("logTransP must be either FALSE (default) or TRUE")

}

if(logTransP=="TRUE" & inputtype!="P"){

stop("logTransP=TRUE assumes inputtype to be P")

}

if(inputtype=="Z"){

Z.k <- X.k

}

if(logTransP=="TRUE" & inputtype=="P"){

Z.k <- log(alpha)-log(X.k)

}

if(logTransP=="FALSE" & inputtype=="P"){

Z.k <- ifelse(X.k<alpha,1,-1)

}

if(logTransP=="FALSE" & inputtype=="LOGP"){

Z.k <- log(alpha)-X.k

}

if(logTransP=="FALSE" & inputtype=="MINUSLOGP"){

Z.k <- log(alpha)+X.k

}

K <- length(Z.k)

k.idx <- 1:K

if(any(Z.k>0)){

# ---------------------------------

# ---- Equation (2.1): U_{n,m} ----

U.nm <- matrix(NA,nrow=K,ncol=K)

for(m in k.idx){

for(n in 1:m){

U.nm[n,m] <- sum(Z.k[n:m])

}

}

# ---------------------------------

# ----- Equation (2.4): A_k -----

A.k <- rep(0,K+2)

for(k in (k.idx+1)){

A.k[k] <- max(0,Z.k[k-1]+A.k[k-1])

}

A.k <- A.k[-1]

# --------------------------------

# --- Equation (2.5): sections ---

ti0last <- t00 <- 0

si0 <- ti0 <- list()

i <- 0

while(ti0last<(K-1)){

i <- i+1

idx <- which(A.k[(ti0last+1):(K+1)]>0)+ti0last

if(suppressWarnings(any(idx))){

si0[[i]] <- min(idx)

idx <- which(A.k[si0[[i]]:(K+1)]==0)-1+(si0[[i]]-1)

if(suppressWarnings(any(idx))){

ti0last <- ti0[[i]] <- min(idx)

}

}else{

ti0last <- K

}
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}

si0 <- unlist(si0)

ti0 <- unlist(ti0)

lgt.I <- length(si0)

sections <- cbind(si0,ti0)

# --------------------------------------

# --- Equation (2.6): init recursion ---

ei0 <- Yi0 <- rep(NA,lgt.I)

for(i in 1:lgt.I){

Yi0[i] <- max(A.k[si0[i]:ti0[i]])

ei0[i] <- min(which(A.k[si0[i]:ti0[i]]==Yi0[i])+(si0[i]-1))

}

# --------------------------------------

# ---- recursion - equation (2.7) ----

dif <- c(NA,(A.k[-1])-A.k[-(K+1)])

eij <- Yij <- tij <- sij <- list()

for(i in 1:lgt.I){

eijtmp <- Yijtmp <- sijtmp <- tijtmp <- list()

j <- 1

sijtmp[[j]] <- si0[i]

tijtmp[[j]] <- ti0[i]

Yijtmp[[j]] <- Yi0[i]

eijtmp[[j]] <- ei0[i]

if(eijtmp[[j]]<K){

j <- j+1

dif.idx <- which(dif[(eijtmp[[j-1]]+1):ti0[i]]>0)+eijtmp[[j-1]]

if(suppressWarnings(any(dif.idx))){

sijnext <- min(dif.idx)

while(sijnext<=ti0[i]){

sijtmp[[j]] <- sijnext

dif.idx <- which((A.k[sijtmp[[j]]:ti0[i]]-A.k[sijtmp[[j]]-1])<=0)+(sijtmp[[j]]-1)

if(suppressWarnings(any(dif.idx))){

tijtmp[[j]] <-

min(which((A.k[sijtmp[[j]]:ti0[i]]-A.k[sijtmp[[j]]-1])<=0)+(sijtmp[[j]]-1))

}else{

tijtmp[[j]] <- ti0[i]

}

Yijtmp[[j]] <- max(A.k[sijtmp[[j]]:tijtmp[[j]]])

eijtmp[[j]] <-

min(which(A.k[sijtmp[[j]]:tijtmp[[j]]]==Yijtmp[[j]])+(sijtmp[[j]]-1))

j <- j+1

dif.idx <- which(dif[(eijtmp[[j-1]]+1):ti0[i]]>0)+eijtmp[[j-1]]

if(suppressWarnings(any(dif.idx))){

sijnext <- min(dif.idx)

}else{

sijnext <- K+1

}

}

}

}

sij[[i]] <- unlist(sijtmp)

tij[[i]] <- unlist(tijtmp)

Yij[[i]] <- unlist(Yijtmp)

eij[[i]] <- unlist(eijtmp)

}

max.seg <- cbind(unlist(sij),unlist(eij))

yk <- rep(0,length(Z.k))

y <- unlist(Yij)

ni <- nrow(max.seg)

for(i in 1:ni){

for(k in max.seg[i,1]:max.seg[i,2]){

yk[k] <- y[i]

}

}

N.max.segm <- nrow(max.seg)

# --------------------------------------

}else{

A.k <- rep(0,K+1) # no Z.k>0

N.max.segm <- 0
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yk <- rep(0,K)

max.seg <- sections <- sij <- tij <- eij <- Yij <- NULL

}

if(report=="ALL"){

return(result <- list(Z.k=Z.k,N.max.segm=N.max.segm,max.segm=max.seg,

Y.k=yk,sect=sections,A.k=c(0,A.k),sij=sij,tij=tij,eij=eij,Yij=Yij))

}else if(report=="LESS"){

return(result <- list(N.max.segm=N.max.segm,Y.k=yk))

}else{

return(Y.k=yk)

}

}
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